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Introduction 

Opinion mining is a process of tracking the opinion of the public 
about particular product and services. An opinion is simply positive 
or negative sentiment, view, attitude, emotion, or appraisal about an 
entity.[1] An entity is a product, person, event, organization, or top-
ic. Automated opinion mining uses machine learning. Machine 
learning is a type of artificial intelligence (AI) to mine text for senti-

ment. Sentiment analysis is done at three levels [2,3]. 

Document Level: The task at this level is to classify whether a 
whole opinion document expresses a positive or negative senti-
ment. This level of analysis assumes that each document express-
es opinions on a single entity (e.g., a single product). Thus, it is not 
applicable to documents which evaluate or compare multiple enti-

ties. 

Sentence Level: The task at this level goes to the sentences and 
determines whether each sentence expressed a positive, negative, 
or neutral opinion. Neutral usually means no opinion. This is closely 
related to subjectivity classification. Subjective expressions come in 
many forms, e.g. opinions, allegations, desires, beliefs, suspicions, 
speculations. A subjective sentence may contain a positive or nega-
tive opinion. Objective sentences can imply opinions too. Ex. “The 
machine stopped working in the second day” Sentiment classifica-
tions at both the document and sentence (or clause) levels are use-
ful, but they do not find what people liked and disliked. Therefore 

we need to go for entity and aspect level. 

Entity and aspect Level: Aspect level performs finer-grained anal-
ysis. Aspect level was earlier called feature level. Instead of looking 

at documents, paragraphs, sentences, clauses or phrases, aspect 

level directly looks at the opinion itself. 

Steps Involved in Opinion Mining 

In Opinion mining First step is Preparing Review database in this 
Reviews, comment, Remark, opinion of particular product or thing 

are stored in review database [Fig-1]. 

Fig. 1- Steps involved in opinion mining  

Second step is part of speech tagging i.e. POS Tagging in which it 
find out product features and opinion words. In part-of-speech (POS 
tagging), each word in review is tagged with its part- of- speech 
(such as noun, adjective, adverb, verb etc).Third step is feature 
extraction in feature extraction, product features are extracted from 
each sentence. Fourth step is Opinion of word extraction in opinion 
word extraction, opinion words are identified i.e. one or more fea-
tures or one or more opinion is extracted. Fifth step is Opinion Word 
Polarity Identification in this step semantic orientation of each opin-
ion word is identified. Semantic orientation means identifying wheth-
er opinion word is expressing positive opinion, negative opinion or 
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neutral opinion. And sixth step is Opinion Sentence Polarity Identifi-
cation in this step Opinion sentence polarity identification predicts 
the orientation of an opinion sentence. Consider following sentence- 
“Bincy is a very good student” Above sentence contains opinion 
word ‘good’ which expresses positive opinion. The last step is Sum-
mary Generation. Summary generation is generated after opinion 
sentence orientation identification. With the help of information dis-

covered in previous steps summary can be generated. 

Prior Work 

Opinion Mining is recent research area where many people are 

working. 

According to Tribhuvan, et al [2] For feature based opinion mining 
and summarization different tools like RapidMiner, WordNet, POST-
agger, Crawlers and Parsers can be used. Raut, et al [3]discuss 
about machine learning approach works well for sentiment analysis 
of particular data such as movie, product, hotel etc., while lexicon 
based approach is suitable for short text in micro-blogs, tweets, and 
comments data on web. Osimo & Mureddu [4] focuses on Key chal-
lenges and gaps. Khairnar & Kinikar [5] discussed Machine learning 
techniques like Naïve Bayes, SVM is an excellent method for data 
classification. Pak & Paroubek [6] classify the sentiment on the 
basis of multinomial Na¨ıve Bayes classifier that uses N-gram and 
POS-tags as features. Angulakshmi & ManickaChezian [7] used a 
tool to track the opinion or polarity from the user generated contents 
are: Review Seer tool, Web Fountain, Red Opal, Opinion observer. 
Virmani, et al [8] done a case study where teachers give their re-
marks about the students and by applying the proposed sentiment 
analysis algorithm the opinion is extracted and represented. Ex. 

Remark 1. 

Haseena [9] focuses on different application areas of opinion min-
ing. OM is a few sequence of well known standard mechanisms as: 
Subjectivity Detection, polarity Detection, Degree of polarity identifi-

cation [10]. 

Naïve Bayes Classifier 

There is different classifier which is used for text classification. One 
of which is Naïve Bayes Classifier. Naive Bayes classifiers have 
worked well in many complex real-world situations. The naïve 
Bayes classification is a supervised learning technique as well as a 
statistical technique for classification. It constructs a model based 
on feature values which assign class labels to problem instances. 
There is different algorithm which work on common principle that 
value of a particular feature is independent of the value of any other 

feature, given the class variable [13]. 

Naïve Bayes classifier is based on Bayes Rule. Bayes rule applied 

to document d and class c. 

 

 

Where p(c/d) is a posterior probability 

P(d/c) is a likelihood of evidence 

P(c ) is prior probability 

P(d) is normal constant. It can be ignored. Classify the new in-
stance of document d based 0n the tuple of attributes values into 

one of class cj Є C, d= {x1,x2…….xi} 

C MAP= argmax P(cj/x1,x2…..xi) 

    

 =argmax P(x1,x2……xi/cj) P(cj ) 

 =argmax P(cj) ∏ P(xi/cj) MAP is Maximium a Posterior = 
Most likely class Bayes rule assumed that one feature is independ-

ence of the other. Therefore following equation occurs. 

P(x1,x2…xi/c) = P(x1/c) * P(x2/c) …* P(xi/c) 

If there is number of document and document consist of Bag of 
words (x1,x2……xi). In training phase, compute p(cj) for every class 
cj and P(xi/cj) for every term in vocabulary xi. Use the frequencies 

in data. 

 

 

 

 

If any word occurs first time then its probability will be zero. So the 
numerator will be zero. To overcome this smoothing techniques are 

used to avoid over fitting. It is called as Laplace add 1 smoothing. 

 

 

where k is no. of values in xi. 

Consider the example in which training dataset having 4 document 

and test set 1 as shown in table. 

Priors: 

P(c) = 3/4  

P(j) =1/4Conditional Probabilities: 

P(Chinese/c) = (5+1)/(8+6)=6/14=3/7 

P(Tokyo/c) =(0+1)/(8+6)=1/14 

P(Japan/c)=(0+1)/(8+6)=1/14 

P(Chinese/j)=(1+1)/(3+6)=2/9 

P(Tokyo/j)=(1+1)/(3+6)=2/9 

P(Japan/j)=(1+1)/(3+6)=2/9 

Choosing a class: 

  C MAP =argmax P(cj) ∏ P(xi/cj) 

P(c/d5)=(3/4)*(3/7)3*(1/14)*(1/14) =0.0003 

P(j/d5)=(1/4)*(2/9)3*(2/9)*(2/9) =0.0001 

So the document d5 classify to class ‘c’ as it having maximum fre-

quency using Naïve Bayes Classifier. 

Conclusion 

Opinion mining is emerging area where research going on rigorous-
ly. On web people share their opinion. Text classification is major 
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This Student is very intelligent and hardworking.  
He is also participative in various co-curricular activities 

Type Doc Words Class 

Train 

1 Chinese Beijing Chinese C 

2 ChineseChineseShanghai C 

3 Chinese Macao C 

4 Tokyo Japan Chinese J 

Test 5 Chinese Chinese Chinese Tokyo Japan ? 
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part of sentiment analysis. Naïve Bayes classifier is used to solve 
many complex problem. This paper gives study of Naïve Bayes 

classifier algorithm with its application in sentiment analysis.  
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