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Abstract- Script identification is required for a multilingual OCR system. In this paper, we present a novel and efficient technique for Kan-
nada/English script identification. The proposed approach is based upon the analysis of Kannada pages and English pages. Experimental 
results demonstrate that the proposed techniques are capable of identifying Kannada/English scripts from the real handwritten Kannada and 
English pages . 
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Introduction 
Script Identification is part of Character recognition and the char-
acter recognition is the important area in image processing and 
pattern recognition fields. Automatic script identification plays an 
important role in processing large volumes of documents of un-
known origin. In addition, the ability to reliably identify script using 
the least amount of textual data is essential when dealing with 
document pages that contain multiple languages. Since script 
analysis takes place prior to the actual text recognition, it cannot 
rely on character identification and ideally should consume only a 
small fraction of the total processing time. The aim of character 
recognition is to translate human readable characters to machine 
readable characters. Handwritten character recognition (HCR) 
has received extensive attention in academic and production 
fields. Handwritten documents present two challenges for script 
identification. First handwriting styles are more diverse than print-
ed fonts. Cultural differences, individual differences, and even 
differences in the way that people write at different times, enlarge 
the inventory of possible character and word shapes seen in 
handwritten documents. Third, problems typically addressed in 
preprocessing, such as ruling lines and character fragmentation 
due to low contrast, are common in handwritten documents due to 

the variety of papers and writing instruments used. Lot of work is 
done in the recognition system. The recognition system can be 
either on-line or off-line. In on-line handwriting recognition words 
are generally written on a pressure sensitive surface (digital tablet 
PCs) from which real time information, such as the order of the 
stroke made by the writer is obtained and preserved. This is sig-
nificantly different to off-line handwriting recognition where no 
dynamic information is available [1]. Off-line handwriting recogni-
tion is the process of identifying script from the various document 
images. It is the subfield of optical character recognition (OCR). 
Several methods of recognition of English, Latin, Arabic, Chinese 
scripts are excellently reviewed in [1, 2, 3, 4].  
This paper is organized as follows. The section 2 describes the 
overview of Kannada Language The section 3 describes Data 
collection and discriminating features of Kannada and English 
Scripts. The section 4 describes proposed techniques for identify-
ing the scripts, respective algorithms and the results obtained. 
Conclusion is given in section 5. 
 
Overview of Kannada Scripts 
In this section, we will explain the properties of popular South 
Indian scripts. Most of the Indian scripts are originated from 
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Brahmi script through various transformations. Writing style of 
Indian scripts considered in this paper is from left to right, and the 
concept of upper/lower case is not applicable to these scripts. 
Kannada is one of the major Dravidian languages of Southern 
India and one of the earliest languages evidenced epigraphically 
in India and spoken by about 50 million people in the Indian state 
of Karnataka, Tamil Nadu, Andhra Pradesh and Maharashtra. The 
characters are classified into three categories: swaras(vowels), 
vyanjans (consonants) and yogavaahas (part vowel, part conso-
nants). The script also includes 10 different Kannada numerals of 
the decimal number system. 
 
Data Collection, Preprocessing and Discriminating features 
A. Data Collection 
Data collection for the experiment has been done from the differ-
ent individuals. We have collected 2000 Kannada Character sam-
ples from different professionals. The database is totally uncon-
strained and has been created for validating the Identification 
system. The collected documents are scanned using HP-scan jet 
5400c at 300dpi which is usually a low noise and good quality 
image. The digitized images are stored as binary images in JPG 
format.  
B. Preprocessing  
The standard database for Kannada handwritten character is not 
available; therefore we have created our own database. Data has 
been collected from different professionals belonging to schools, 
colleges, and commercial sectors. We have collected 2000 imag-
es from 150 writers for the experimentation purpose. A flat bed 
scanner was used for digitization. Digitized images are in gray 
tone with 300 dpi and stored as JPG format. We have used global 
threshold binarizing algorithm to convert them to two-tone (0 and 
1) images (Here ‘1’represents object point and ‘0’represents back-
ground point). Scanned images often contain noise that arises due 
to printer, scanner, print quality, etc. therefore, it is necessary to 
filter this noise before we process the Identification of Kannada 
characters and English characters. The noise has been removed 
by using median filter and scanning artefacts are removed by us-
ing morphological opening operation 
C. Some Discriminating Features of Kannada and English Script 
Modern Kannada character set has 47 basic characters, out of 
which the first 13 are vowels and the remaining 34 characters are 
consonants. Some books report 14 vowels and 36 consonants. By 
adding vowels to each consonant, Kannada characters are ob-
tained or a Kannada character is combined by another consonant 
to form a compound character. Hence, Kannada text words con-
sists of combination of vowels, consonants, modified consonant 
and/or compound characters. The compound characters may 
have descendants called ‘vattaksharas’ found at their bottom por-
tions. Some examples of Kannada compound characters with 
descendants are given in Figure 1. The presence of these de-
scendants is one of the discriminating features of Kannada script, 
which is not present in the English, hence it could be used as a 
feature named bottom-component to identify the text word as a 
Kannada script. 
It could be observed that most of the Kannada characters have 
either horizontal lines or hole-like structures present. Also, it could 
be observed that majority of Kannada characters have upward 
curves present at their bottom portion. Some characters have 

double-upward curves found at their bottom portions. In addition, 
left curve and right curve are also present at the left and right por-
tion of some characters. Thus, the presence of the structures such 
as – horizontal lines, hole-like structures, bottom-up-curves, de-
scendants, left-curves and right-curves could be used as the sup-
porting features to identify Kannada scripts. Figure 1 shows the 
sample of Kannada script. The density of the occurrence of these 
features is thoroughly studied and the features with maximum 
density are considered in the proposed model. 

Fig. 1- Sample of Kannada Script 
 
English character set has 26 alphabets in both upper and lower 
cases. One of the most distinct and inherent characteristics of the 
most of the English characters is the existence of vertical line – 
like structures. It could be observed that the upward – curve and 
downward – curve shaped structures are present at the bottom 
and top portion of majority of English characters respectively. So, 
it was inspired to use these distinct characteristics as supporting 
features in the proposed script identification model. Figure 2 
shows the sample English script.  

Fig. 2- Sample English Script  
 
Feature Extraction 
Features extraction is the identification of appropriate and unique 
characteristics of the component images.  There are many popular 
methods to extract features.  In this paper two major features are 
proposed to identify the Kannada and English scripts. 
A. Feature 1 
By thoroughly observing the structural outline of the characters of 
the two scripts, it is observed that the distinct features are present 
at some specific portion of the characters. So, in this paper, the 
discriminating feature is well projected by filling all the holes of 
Kannada and English scripts. 

Fig. 3- Kannada Script Filled images 
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Fig. 4- English script filled images 
 
Let us closely observe Figure 3 and Figure 4.Kannada filled page 
contains the maximum filled circle type elements whereas English 
filled page contains almost less number of filled circle type ele-
ments.  This is the key for identifying Kannada page and English 
Page. 
 
Input: Kannada and English Pages 
Output: Identified Kannada and English pages. 
1. Preprocess the input document image. 
2. Fill the holes  
3. Find the total number of white pixels in the page. 
4. If number of white pixels is greater than 900000 then classify it 

as Kannada page otherwise English page. 
5. Repeat step 1 to step 4 for all the document images. 
 
B. Feature 2 
The limitation of feature 1 is, if the half portion of the page con-
tains written data and the remaining half portion is empty then the 
feature 1 does not give the correct result.  Therefore, we have 
proposed second technique. This technique is summarized in the 
below algorithm.  Figure 5 illustrates the algorithm. 
Algorithm 
Input: Kannada and English document images 
Output: Identified Kannada and English Words 
1. Preprocess the input document image 
2. Segment the Page images to words images 
3. Draw a horizontal line in the middle of each word image 
4. Cut the top part up to horizontal line of each word image 
5. Fill all holes of the word image. 
6. Find the number of white pixels of filled images. 
7. If the total number of white pixel is greater than 3000 then 

identify as Kannada word else identify as English word. 
 
 
 

 
 

Fig. 5- Illustration of Feature 2  
 
Results 
The proposed algorithm has been tested on a test data set of 200 
document images containing about 25 text lines from each script 
and found accuracy of 95%.  
 
Conclusion 
In this paper we presented the techniques for identifying offline 
handwritten Kannada and English characters.  In future we work 
on recognition of characters. 

Our future work aims to improve classifier to achieve better recog-
nition rate and also to develop new feature extraction algorithms, 
which provides efficient results. 
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