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#### Abstract

Human generated patterns like handwritten characters are found to be fuzzy in nature upto certain extent. This presented work proposes a fuzzy conceptual approach to classify Handwritten Arabic Numerals based on invariant moments features and the divisions of numeral image into several parts. The Moment invariants features are well known for independence of size, slant, orientation, translation and other variations of handwritten characters. A database, created by American University in Cairo, of 7000 samples of each number from 700 different writers is used. Each image is normalized to 40X40 pixel size. Seven central invariant moments are evaluated for each image and its parts by dividing it by three different ways, i.e. three feature groups. The algorithm is experimented for 500 samples of each numeral image and 161 features were evaluated corresponding to each image. The performance rate of the method is found to be $95.14 \%$.
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## I. Introduction

The system based document processing is one of the major trends of office automation. The goal of Optical Character Recognition (OCR) is to classify optical patterns (often contained in a digital image) corresponding to alphanumeric or other characters.
An OCR has a variety of commercial and practical applications in reading forms, manuscripts and their archival etc. It can be used as a reading machine for the visually handicapped when interfaced with a voice synthesizer. Recognition of handwritten numerals is important because of its applicability in various fields like postal code recognition, phone no., check processing etc. The recognition can be achieved by many methods such as dynamic programming, hidden Markov modeling, neural network, nearest neighbor classifier, expert system and a combination of all these techniques.
Thus all the above advantages under consideration, Arabic character recognition prove to be an interesting area for research. Several recognition techniques have been used over the past few decades by many researchers. These techniques were applied for the automatic recognition of both printed and hand printed characters. Immense research has been expanded on the recognition of Latin, Chinese and English characters [1]. Against this background, only few papers have been addressed to the problem of Arabic character recognition. Recognition of Handwritten Arabic Numerals/ Characters is a complicated task due to the cursive and unconstrained shape variations, different writing style and different kinds of noise that break the strokes primitives in the character or change their topology. Unlike English and other Roman scripts, Arabic has a few, if any, commercial

OCR renders; and the ones that have products provide only the custom enterprise solutions. Recognition of handwritten Arabic/Persian digits is attempted based on Support Vector Machines (SVMs), on symbolic representation and on coding and an edited probabilistic neural network [2,3, 4].
In the field of handwriting recognition, it is now established that a single feature extraction method and a single classification algorithm generally can't yields a very low error rate. Therefore it is proposed that certain combination of features can create better success rates. Three major factors can however justify such an approach (i) the use of several types of features still ensures an accurate description of the characters; (ii) the use of a single classifier preserves fast and flexible learning ; (iii) the tedious tuning of combination rule is avoided [5].
Moment based features are a traditional and widely used tool for character recognition. Classical moment invariants were introduced by Hu (1962) which is invariant under translation, rotation and scaling. However, Hu's moments are not derived from family of orthogonal functions, and so contain much redundant information about a character's shape. Hence, Zernike moments based on the theory of orthogonal polynomials are becoming popular for character recognition nowadays [6].Since handwritten characters are inclusive of variations in style fonts etc. . Simply moments do not yield expected results. It is, therefore, character image is divided into several parts and features are extracted.
In this work a database, created by American University in Cairo, of 7000 samples of each number from 700 different writers is used containing numeral images in variety in handwriting style. The results reported in this
paper are more reliable and satisfactory as compared to existing techniques in terms of features, classifiers and environment. The paper is organized as follows: Section 2 deals with introduction to Arabic numerals. Section 3 deals with Invariant Moments. The theory of different methods experimented is discussed in section 4. The section 5 deals with recognition phase. The section 6 provides discussion regarding results and conclusion and future work is in section 7.

## II. Arabic Numerals

Arabic is a Central Semitic language, thus related to and classified alongside other Semitic languages such as Hebrew and the Neo-Aramaic languages. In terms of speakers, Arabic is the largest member of the Semitic language family. It is spoken by more than 280 million people as a first language, most of whom live in the Middle East and North Africa, and by 250 million more as a second language [7].
Arabic script is written from right to left, and letters within a word are normally joined even in machine-print. There is no connection between separate words, so word boundaries are always represented by a space. There is no upper or lower case, but only one case. Letters are connected at the same relative height. The "baseline" is the line at the height at which letters are connected, and it is analogous to the line on which an English word sits [8].


## III. Moment Invariants (MIS)

An image moment is a certain particular weighted average (moment) of the image pixels' intensities, or a function of such moments, usually chosen to have some attractive property or interpretation. Image moments are useful to describe objects after segmentation. The Moment Invariants (MIs) are used to evaluate seven distributed parameters of a numeral image. The MIs are invariant under translation, rotation, scaling and reflection $[8,6,9$, and 5$]$. They are measures of the pixel distribution around the center of gravity of the character and allow capturing the global character shape information. In the present work, the moment invariants are evaluated using central moments of the image function $f(x, y)$ up to third order. Regular moments are defined as [9]

$$
\begin{equation*}
\mu_{p q}=\sum_{X} \sum_{Y}(X-\bar{X})^{p}(Y-\bar{Y})^{q} f(X, Y) \tag{1}
\end{equation*}
$$

where for $\mathrm{p}, \mathrm{q}=0,1,2, \ldots$ and $\bar{X}$ and $\bar{Y}$ are moments evaluated from the geometrical moments mpq as follows,
$\bar{X}=m_{10} / m_{00}$ and $\bar{Y}=m_{01} / m_{00}$
$m_{p q}=\sum_{X} \sum_{Y} X^{p_{Y}}{ }_{f(X, Y)}$

The normalized central moment to shape and size of order $(p+q)$ is defined as

$$
\begin{equation*}
\eta_{p q}=\mu_{p q} / \mu_{00}^{\gamma} \tag{4}
\end{equation*}
$$

for $p, q=0,1,2, \ldots$ Where $\quad \gamma=\frac{(p+q)}{2}+1$
for $(p+q)=2,3, \ldots$
A set of seven moment invariants can be derived from equations (6)
$\phi_{1}=\eta_{20}+\eta_{02}$
$\phi_{2}=\left(\eta_{20}-\eta_{02}\right)^{2}+4 \eta_{11}{ }^{2}$
$\phi_{3}=\left(\eta_{30}-3 \eta_{12}\right)^{2}+\left(3 \eta_{21}-\eta_{03}\right)^{2}$
$\phi_{4}=\left(\eta_{30}+\eta_{12}\right)^{2}+\left(\eta_{21}+\eta_{03}\right)^{2}$
$\phi_{5}=\left(\eta_{30}-3 \eta_{12}\right)\left(\eta_{30}+\eta_{12}\right)\left[\left(\eta_{30}+\eta_{12}\right)^{2}-3\left(\eta_{21}+\eta_{03}\right)^{2}\right]$
$+\left(3 \eta_{21}-\eta_{03}\right)\left(\eta_{21}+\eta_{03}\right)\left[3\left(\eta_{30}+\eta_{12}\right)^{2}-\left(\eta_{21}+\eta_{03}\right)^{2}\right]$
$\phi_{6}=\left(\eta_{20}-\eta_{02}\right)\left[\left(\eta_{30}+\eta_{12}\right)^{2}-\left(\eta_{21}+\eta_{03}\right)^{2}\right]+$
$4 \eta_{11}\left(\eta_{30}+\eta_{12}\right)\left(\eta_{21}+\eta_{03}\right)$
$\phi_{7}=\left(3 \eta_{21}-\eta_{03}\right)\left(\eta_{30}+\eta_{12}\right)\left[\left(\eta_{30}+\eta_{12}\right)^{2}-3\left(\eta_{21}+\eta_{03}\right)^{2}\right]$
$+\left(3 \eta_{12}-\eta_{30}\right)\left(\eta_{21}+\eta_{03}\right)\left[3\left(\eta_{30}+\eta_{12}\right)^{2}-\left(\eta_{21}+\eta_{03}\right)^{2}\right]$
While processing, each image is resized into $40 \times 40$ pixel image. The image obtained represents the number with black color on a white background. Image complement function is applied to obtain the character with white color on black. The evaluated 7 central invariant moments i.e. ( $11-17$ ) are used as features. Further, mean and standard deviation are determined for each feature using 500 samples. Thus we had 14 features ( 7 means and 7 standard deviations), which are applied as features for recognition using Fuzzy Gaussian Membership Function. In order to increase the success rate, new features need to be extracted based on divisions of the images. The total features of this work are $24 \times 7=168$ features.

## IV. Feature Extraction

## Features Group 1

As mentioned above, the concept of invariant moment i.e. invariant to reflection, there is problem in recognition of $(2,6)$ and $(7,8)$ because of their similarity under reflection. The recognition rate was found to be only $66.84 \%$ by using the seven invariants of each numeral. To increase the success rate, the image is divided into 4 zones (Upper-left, Lower-Left, Upper-Right and Lowerright) as shown in figure 2 on the basis of centroid of the character image. After getting the center, the invariants moment features of each parts are evaluated. Thus in total there are 28 features in addition to the 7 original features. By using these 35 features, the recognition rate was found to be $90.66 \%$.


Fig. 2 Numeral '3' Divided into 4 zones
Another way of extracting features and increasing the success rate from image is dividing image into two zones (2 vertical \& 2 horizontal) as shown in figure 3. This method gives more information with different features as compare to 4 zones. Thus additional 28 features are evaluated. By using these features $(28+35)$ the recognition rate can be enhanced unto $91.78 \%$ from 90.66\%.


Figure 3.(a) Vertical division of '4'(Left and Right).(b) Horizontal division of '4' (Up and Down)

Table 1 shows the increasing in success rate and fig. 4 represents the graphical representation of recognition in Feature Group 1.

| Arabic <br> No. | Total <br> Images | IMs | IMs+4zones | IMs+8zones |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 500 | 483 | 487 | 494 |
| 1 | 500 | 423 | 480 | 483 |
| 2 | 500 | 355 | 331 | 419 |
| 3 | 500 | 293 | 323 | 453 |
| 4 | 500 | 330 | 436 | 466 |
| 5 | 500 | 440 | 386 | 432 |
| 6 | 500 | 357 | 453 | 485 |
| 7 | 500 | 233 | 418 | 476 |
| 8 | 500 | 214 | 379 | 449 |
| 9 | 500 | 214 | 340 | 432 |
|  |  |  |  |  |

Table 1. Increasing rate in Feature Group 1


Fig. 4 The increasing in recognition rate of Feature Group 1, zZone

## Features Group 2

Due to the close similarities between (2 and 3 ) and to get different shape of numeral images, the image is divided
into two zones (2 vertical, 2 horizontal, 2 right diagonal and 2 left diagonal) as shown in figure 5 . In this way, one half (zone) is replaced into the other half (zone) and 7 moment invariants are calculated and vice versa. For example, in vertical case, the left zone is replaced into the right zone and vice versa and 7 moment invariants are calculated .in this way 56 features are evaluated. The available feature till now is $56+63$; the recognition rate can be enhanced unto 93.74 \% from 91.78\%.
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Fig. 5 (a) Original numeral 5 image. (b) Upper part. (c) Lower part. (d)Left part. (e) Right part. (f)Upper left diagonal. (g) Lower left diagonal. (h) Lower right diagonal. (i) Upper right diagonal

## Features Group 3

In order to improve the success rate of the recognition, selecting some portions of the image and zeroing the remaining portions is needed. This technique includes selecting the upper triangle and zeroing the remaining portion as shown in fig.6(b). The same way has been done for lower ,right ,upper and lower, and left and right triangles as shown in fig.6(c , d, e and f). In addition, the heart of the image is selected and the boarder of the image is zeroed as shown in fig. $6(\mathrm{~g})$.
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Fig. 6(a)The original (3) image (b) Upper triangle (c)Lower triangle (d)Right triangle (e)Left and right triangle (f)Upper and lower triangle (g)heart of the image.

As shown in fig. 6 ,the left triangle has been omitted due to no benefit from its features. In this feature group, we have 42 features. When applying these 42 features in addition to 119 previous features, the recognition rate can be enhanced unto $95.14 \%$ from $93.74 \%$.

## V. RECOGNITION SYSTEM

A database, created by American University in Cairo, of numerals has been used to extract the features, which form a template (Trained Database). Then, the mean and standard deviation are computed for each type of features for numerals from 0 to 9 . The unknown character features are matched with all reference character features
available in each group and found the maximum membership value $(0-1)$ of the character with the
reference character in the corresponding group. The template consists of mean Mi and standard deviation oi for each feature and computed as [11]:

Mean $\quad M i=\frac{1}{N_{i}} \sum \phi_{i(k)}$
Standard Deviation $\sigma i=\sqrt{\sum\left(\phi_{i(k)}-M_{i}\right)^{2}}$
Where Ni is the number of samples in ith class and $\mathrm{i}(\mathrm{k})$ stands for the kth feature value of reference character in the ith class.
The Fuzzy Gaussian Membership Function is used to get the maximum membership value as follows [10]:

$$
\begin{equation*}
\mu_{x i}=\exp -\frac{\left(x_{i}-m_{i}\right)^{2}}{2 \sigma_{i}^{2}} \tag{12}
\end{equation*}
$$

Where xi is the ith feature of the unknown character.
Let $\mathrm{Mj}(\mathrm{r}), \quad \sigma^{2}(r)$ belongs to the $\mathrm{r}^{\text {th }}$ reference character which is any character class in the group. Then, the average membership value has been calculated as
$\operatorname{\mu av}(r)=\frac{1}{c} \sum_{j=1}^{c} \exp -\frac{\left(X_{j}-M_{j}\right)}{2 \sigma_{j}^{2}}$
where $x \in \square r$ if $\mu$ av ( $r$ ) is the maximum for $r$. Each feature class has its own array. The resultant array could be then normalized in order to enhance the success rate using the following equation.
$d_{i}(t)=\frac{1}{N} \sum_{1}^{N}\left(d_{i}\right)$

Where $N$ is , 10 , the number of classes in the group, di is ith feature of class $d$.
Normalization $\quad n=\frac{d_{i}}{d_{i}(t) * 100}$

## VI. Result and Conclusion

The best recognition rate was found with three feature groups of image partition and invariant moments features. The promising performance of $95.14 \%$ at handwritten Arabic numerals has been achieved as shown in table 2 and fig. 7 , which shows the graphical representation of the result. This technique overcomes the problems in varieties in handwriting style.

## VII. Future Work

In feature we are going to apply this technique on other Arabic small markings called "diacritical marks" represent short vowels as shown in figure 8.
$\rightarrow \infty \quad \infty \quad \leq$
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Fig. 8 Diacritical marks:1-fat-ha,2-dumma,3-kesra,4-sukkon,and 5 - nunation

Table 2- Recognition result of Arabic handwritten numerals.

| Arabi c No. | Total Image S | IMs | $\begin{gathered} \text { IMs+FG } \\ 1 \end{gathered}$ | IMs+ FG 1+ FG 2 | $\begin{gathered} \text { IMs + } \\ \text { FG1+ } \\ \text { FG2+ } \\ \text { FG3 } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 500 | 483 | 494 | 496 | 494 |
| 1 | 500 | 423 | 483 | 489 | 491 |
| 2 | 500 | 355 | 419 | 437 | 465 |
| 3 | 500 | 293 | 453 | 455 | 473 |
| 4 | 500 | 330 | 466 | 476 | 492 |
| 5 | 500 | 440 | 432 | 447 | 444 |
| 6 | 500 | 357 | 485 | 491 | 491 |
| 7 | 500 | 233 | 476 | 481 | 484 |
| 8 | 500 | 214 | 449 | 461 | 470 |
| 9 | 500 | 214 | 432 | 454 | 453 |
|  |  | $\begin{aligned} & \hline 66.84 \\ & \% \end{aligned}$ | 91.78\% | $\begin{aligned} & 93.74 \\ & \% \end{aligned}$ | $\begin{aligned} & 95.14 \\ & \% \\ & \hline \end{aligned}$ |

IMs- Invariant Moments, FG - Feature Group i


MFG1-MI+FG1, MFG2-MI+FG1+FG2,MFG3-
MI+FG1+FG2+FG3
Fig. 7 The graphical representation of the recognition rate of numerals
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