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Abstract-In the study of brain computer interface, Mean Shift (MS) which was improved by the local samples distribution was applied to 
classifier design for electroencephalography (EEG). The raw EEG was extracted the different frequency band feature by the discrete wave-
let transformation (DWT), furthermore the characteristic component would be selected by the generic algorithm (GA) to promote the classifi-
cation efficiency. Compared with the traditional MS, the direction of shift was guided by the local samples distribution, which could reduce 
the risk of across classifying boundary. The performance of new classifier was tested using the dataset form “BCI 2003 competition”, which 
recognition rate is better than linear discriminate analysis (LDA) and support vector machine (SVM). The accuracy of new method is 92.1% 

and is better than the best result of the competition. 
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Introduction 

A brain-computer interface (BCI) is also called brain-machine inter-
face (BMI). Primary research is how to make a direct communica-
tion between the brain and an external device without using nerv-
ous system. The BCI can private help to patient with paralysis and 
language barriers because of nervous system [1]. So the main 
research in BCI field is how to accurately analysis the electroen-
cephalogram (EEG) which can represent the behavior intentions. 
Recently the research of BCI includes feature extraction and fea-

ture classification. 

The analysis process of BCI includes 4 stages: EEG collection, 
EEG preprocessing, feature extraction, feature classification [3]. 
Because the EEG contains brain activities in a period of time and 
the information from multi-electrodes, the data dimension is higher 
and the data is larger. So the analysis process of BCI also uses 
feature selection to reduce data dimension[4]. Because the EEG is 
a time variant non stationary admonitory, the feature extraction 
method of EEG mainly include discrete wavelet transform (DWT), 
Lipschitz exponent and entropy[5-8]. The effect of feature extrac-
tion base on the wavelet depends on wavelet families and selection 
of appropriate wavelet is very important for the analysis of signals 
[6-7]. The feature extraction algorithm base on entropy also de-
pends on selection of the entropy. Currently classifier design is 

mainly support vector machine (SVM), linear discrimination analy-

sis (LDA) etc. 

The goal of this present work is to design a classification base on 
mean shift (MS) to discriminate the different EEG. The local sam-
ples distribution is considered in new method, which is used to 
estimate the new probability density center of samples. The local 
samples distribution can decrease reduce the risk of across classi-
fying boundary to guide the direction of shift and then accurately 
find out the class center of samples. The new classifier was called 
LSD-MS (Local Sample distribution-MS). In the present study, fea-
tures are extracted from raw EEG data and then obtained the ei-
genvector construct of different frequency band and then the fea-
tures are input the classification designed by LSD-MS to recognize 
the raw EEG. In order to evaluate the effectiveness of new classifi-
cation, the BCI competition Dataset-Ⅲ and we used the GA to 
reduce the features which were from three scales of raw signal. 
The process of feature reduction can find the relation between 
frequency band and motor image to improve the classification abil-
ity. Comparing with LDA, SVM and the result of competition, the 

recognition rate of new method is 92.1%. 

The paper is organized as follows: section 2 describes the feature 
extraction, feature selection; section 3 describes LDS-MS classifier; 
Section 4 reports the analysis results and makes some discussion; 
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Section 5 concludes the paper. 

Features Extraction and Features Selection 

Materials 

This dataset was recorded from a normal subject (female, 25 yrs.) 
during a feedback session. The subject sat in a relaxing chair with 
armrests. The task was to control a feedback bar by means of im-
agery left or right hand movements. The experiment consists of 7 
runs with 40 trials each. Given are 280 trials of 9s length. Three 
bipolar EEG channels were measured over C3, Cz and C4 [Fig-1]. 
The EEG was sampled with 128 Hz, it was filtered between 0.5 and 

30Hz.  

 

 

 

 

 

 

 

 

Fig. 1- The electrode positions 

The first 2s was quite, at t=2s an acoustic stimulus indicates the 
beginning of the trial, the trigger channel (#4) went from low to high 
and a cross “+” was displayed for 1s; then at t=3s, an arrow (left or 
right) was displayed as cue. At the same time the subject was 
asked to move a bar into the direction of the cue. The process is 

shown by the [Fig-2]. 

Fig. 2- Timing scheme 

Features Extraction 

EEG signals can real-time express the complex thinking activity of 
brain, so it is complex and non-stationary signal and it is spatial-
temporal dependence [2]. So the DWT is applied to extract fea-
tures of EEG and it gives a highly complete representation of EEG 
signals in the time-scale domain. It is the algorithm essence of 
DWT that the raw signal is decomposed into deferent frequency 
band (band-pass filters) to analysis the relation between EEG fre-
quency and motor imagery [6,7]. The normal wavelet and scale 

basis functions φjk(x), фjk(x) can be defined as 

     (1) 

     (2) 

Each experiment consists of two motor imagery (left, right), which 
were identified by “1” and “2”. So the recognition algorithm of the 
EEG is converted into two-category and it is the first step that how 

to extract the features of raw EEG.  

According to the equation(1) and (2),the expression of the raw 

EEG can be defined as 

  (3) 
Where the Sj(k) and Dj(k) are the detail coefficients and the approx-

imation coefficients. The expression can be define as  

    (4) 

    (5) 
Using the expression (1-5), raw EEG is decomposed into the detail 

coefficients and the approximation coefficients on different scales.  

According to Subasi [14], the selection of the number of decompo-
sition levels and the wavelet basis function is very important step in 
the analysis of signals by using the DWT. In this paper, the data 
sampling frequency is 128HZ, so the number of levels the EEG 
signals were decomposed into is chosen to be three. The decom-
position scale is 3 and the frequency range distribution is shown by 

the [Table-1]. 

Table 1- Scale domain  

According to the [Table-1], the raw EEG signal is decompose differ-
ent scale (different frequency band) and the DWT decomposition 
algorithm is a band filter. The [Fig-3] shows the decomposition 

result, which the signal data is from electrode C3. 

Fig. 3- The result of 3 levels scales wavelet decompose 
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Each sub-band data are extracted three statistical features and the 
EEG features is composed of all sub-band statistical feature. Three 

statistical features are as follows: 

 W_Mab: Mean of the absolute values of the wavelet coeffi-

cients in each sub-band. 

 W_PAv: Average power of the wavelet coefficients in each sub

-band. 

 W_Std: Standard deviation of the wavelet coefficients in each 

sub-band. 

According to the [Table-1], each channels EEG signal are decom-
posed into 4 sub-band and 3 features are extracted on the each 
sub-band, so ach channels EEG signal are described by 12(3×4). 
In this experiment, the EEG data are from 3 electrodes (C3, Cz, 
C4), so some whole imagery movement can be replaced by 36
(3×12) feature vector. Now the description about feature vector are 

as follows: 

 The dimension of the feature vector is 36 T; 

 The 36 components are divided into 3 groups Ai (each groups 
is consist of 12 component ), each groups are response to 

each electrode, i≤3 and T=[A1,A2,A3]; 

 The Ai are divided into 4 blocks (D1,D2,D3,A3), so each block 

is response to each sub-band [Table-1]; 

 Each block includes 3 components (W_Mab, W_PAv, W_Std) 

and the [Fig-4] shown those information. 

Fig. 4- The description of the feature vector 

Features Selection 

Features selection not only reduce data dimension to improve 
recognition effect, but also analysis the relation between electrode, 
sub-band and imagery movement. By feature selection, we can 
find which electrode and sub-band play an import role in BCI re-
search. In this research, features selection is used to reduce not 
electrode number [4] but feature components [11] and improve the 

relative between feature components and imagery movement. 

Though the frequency rang which is closely related with sport con-
scious is [8Hz-12hz] (α frequency) and [19Hz-30Hz] ( β frequency), 
the sub-band frequency of movement plan and sense production 
are reserved to check the effect of LDS-MS. The features selection 

algorithm is GA and the algorithm flow is as follows. 

 Many individual solutions are randomly generated to form an 
initial population; the population size is n; the set of individual 
solutions is G; each solutions (Gi, i≤n) is binary encoding and 
the 36 bit (Gij, j≤36) corresponds to 36 components of feature 
vector; if some component is selected and the corresponding 

bit is 1(Gij=1), else Gij=0; 

 According to individual solution, some components are select-
ed to calculate similarity of EEG to classify all signals, the clas-
sification accuracy of all EEG is act as the individual fitness 

measures. 

 Generate the next generation by the strategy of selection which 

includes “roulette” and “elitism preserving”. 

 If fixed number of generations don’t reach, then go to (2), else 

finish the iteration. 

Then the individual solution which has the best fitness measures is 
the result of the features selection and then if Gij=1, the corre-

sponding feature components are selected. 

The Classifier Design Based LSD-MS 

Analysis of Traditional MS 

The mean-shift procedure was originally presented in 1975 by Fu-
kunaga and Hostetler and then it was improved by Cheng in 1995. 
It was applied to cluster analysis and global optimization when it 
was modified kernel function and weighting function[9]. It make 
every point shift to the position which has local maximum of PDF
(probability density function). That position is defined “shift center” 
and then one center represents one class. This algorithm is used in 
image classification and video tracking. Cheng propose the com-
mon expression of mean-shift. If X is the set of all samples, which 
dimension is m and the X={x1,x2,…xn}, n is the sample size, xi is 
m-dimension vector and the expression of the samples’ PDF is as 
follows: 

     (6) 
The general expression of mean shift is as follows: 

   (7) 

Where,  is the center of the probability density;  is the 
new center of the probability density which is calculated by the 
current center of the probability density and PDF; wi is the weight, 

which satisfaction is ; the weight show samples contri-
bution of construction of probability density distribution and if the 
samples distribution is unknown, the wi is 1/n;k(x) is kernel func-

tion, which satisfaction is ; is distance 
measure, which is the similarity measure between samples and 

;β is the windows radius of kernel function. 

According to expression (6) and (7), the classification algorithm 
based on MS is as follows: the new center of probability density 
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 is calculated by  and this neighborhood; if the  

and  doesn’t overlap each other, the center of probability 

density is approximate to  and the center of probability den-
sity is shifted; the samples which are shifted the same center of 
probability density is regarded as the same class. So the direction 
which increased the density is the shifting direction. The kernel 

function is the key of the astringency. 

The Defects of Traditional MS 

According to the expression (6) and (7), the traditional MS utilizes 
all samples in the iteration method and the weight of the samples is 
calculated by k(x) ( kernel function). This shifting strategy ignores 
distribution of local samples and the local distribution is the key of 
discriminating samples class boundary. In order to talk about the 

defects of traditional MS, we give the hypothesis as flaws: 

The size of sample is n, the weight is 1/n; all samples are divided 
into two classes (Xa, Xb),X=(Xa, Xb); the kernel function is Gauss 

truncated function and the expression is seen as follows: 

      (8) 

The expression (8) can select some samples which are used to 
calculate the new center of probability density and the kernel is 

satisfied by . The samples set of 
Gauss truncated function is composition of some samples which 
similarity distance with xk is less than h ; the set is shown by 

; h is the Gauss truncated 

threshold; is the index of the , ，

. According to and the expression (6), the PDF is 
shown as follows:  

   (9) 
Where k(x)=e-x and the center of probability density is calculated by 

the expression (10). 

   (10) 

For two-classifier, the samples in the  are classified into A1, 

A2, ( ); and xk that is the center of probability 
density belongs to A1 and Xa and A1 is called correlated neighbor-

hood set, so the new center of probability density is calculated as 
follows:  

    (11) 

If  or , the shift direction of is to the cen-

ter of probability density of  or , according to convergence 

of MS[9]. If  and ，the shift direction of de-

pends on the value of  and , which 

does not depend on the classification that the  belongs to. So 
the direction which increased the density is the shifting direction, 
but it is lack of analysis of local distribution, the shift process will 
happen to across the classifying boundary. The phenomenon 

which  but  is called across the classifying 
boundary. [Fig-5] shows some local distribution which exits risk of 

the across the classifying boundary. 

[Fig-5] shows some local distribution and according to MS, the 
shifting path is across the classifying boundary. The new center of 
probability density which is calculated by all samples in the neigh-
borhood moves one class to another class. In order to ignore the 
risk, the samples local distribution is considered and the new cen-
ter of probability density is calculated by subset which contains the 
current center of probability density and this subset is the correlat-

ed neighborhood set. 

Fig. 5- The scheme of local distribution. 

The Correlated Neighborhood Set 

The key of LDS-MS is the new center of probability density using 
correlated neighborhood set, so the import work is to find the corre-
lated neighborhood set from the neighborhood samples. The corre-
lated neighborhood has the similar distribution to the current center 
of probability density to reduce the risk of across classifying bound-
ary. The analysis method of local samples distribution is graph [13], 
so in this paper, calculated method is proximity graph and minimum 

spanning tree. If the Gauss truncated set of  is , the cor-

1k
x kx 1k

x

kx

1k
x

[0, ]
( )

0

xe x h
k x

x h

 
 



 

 )1(2)( hedxxk

},...,,{
)()2()1( kn

kkk

h

k xxxX 

)(i

kx
h

kX nnk 

Xx
i

k 
)( h

kX





h
kj Xx

kjk

i

k

h

kii xxkxxkXxxf )(/)()(
22

)(


i

n

i

i

k

kXx

kji

Xx

ikii

k

xxf

xxkw

xxxkw

x

h
j

h
ki























1

)(

2

2

1

)(

)(

)(





h

kX

},{ 21 AAX
h

k 

( ) ( )
1

( ) ( )

1

2

( ) ( )
i i

k k

i j

k k i k j

x A x A

x f x x f x x

 

  

1A 2A 1kx

aX bX

1A 2A

( )

1

( )
m

i

k i

i

f x i x


 ( )

1

( )
kn

j

k j

j m

f x i x
 



kx

kx A 1kx B 

kx
h

kX

Research on Improved Mean Shift Algorithm Based on Local Distribution in EEG Signal Classification 

Journal of Artificial Intelligence 
ISSN: 2229-3965 & E-ISSN: 2229-3973, Volume 3, Issue 3, 2012 



|| Bioinfo Publications ||  121 

 

related neighborhood set can be calculated as follows: 

Caculate the weighted graph G by the distance between sample 

and sample of ; 

 Convert G into minimum spanning tree T; 

 Calculate diameter of tree (T) and sample depth on the diame-
ter; 

 According to local minimum depth, divide the sample into two 

class  and ; 

 If  contains the ,  is the correlated neighborhood 

set, else it is . 

The correlated neighborhood set save the local sample distributing 

in the shift process. 

The Algorithm Convergence of LDS-MS 

The key which influence on convergence of the traditional MS is 
kernel function and according to section 3.2, the kernel only en-
sured that the probability density increased, but it doesn’t assure 
the shift path in the same class samples. So it will cause the across 
classifying boundary. The LDS-MS take the local samples distribu-
tion (the correlated neighborhood set) as the prior information of 
the shift direction, so its convergence is influenced by kernel func-
tion and local samples analysis method. Now the algorithm conver-

gence of LDS-MS will be talk about as follows: 

 is Gauss truncated set of  and the all samples are 

divided into two class( , ).  is the correlated neigh-
borhood set. According to the section 3.3, the correlated neighbor-

hood set is Xa’ and the rest samples is ’ and 

. According to expression (11),  which is 
the expected new center of probability density is calculated by 

expression (12) and  which is the new center of probability 
density by the local samples distribution is calculated by expres-
sion (13)  

    (12) 

    (13) 

So the difference between  and  is calculated by 
follows expression: 

    (14) 

Where  shows that the difference is between local samples 
actual distribution and n local samples estimation distribution. The 

value of is smaller and the risk across the classifying boundary 

is smaller. The center of probability density converges to same 
class samples. So the convergence of LDS-MS is depended on 
local samples distribution estimation modal. The estimation rule is 

related to less classification rate and over classification. 

Algorithm Flow of LDS-MS 

1 According to section 3.3 and 3.4, the algorithm flow of LDS-

MS is designed as the follows: 

1. Randomly select sample as the shifting initial point; k which is 
the iteration number is 0; h is the radius of Gauss truncated 
set. 

2. According to section 3.3, the  which is correlated neigh-
borhood set of x is calculated. 

3. According to section , the PDF is constructed and  is 
calculated by expression (11). 

4. ,if , the flow goto step (5) else 

，  and goto step (2). 

5. Take the samples which is shift the same  as same class 

and by which the samples are classified. 

The Analysis of Result 

The Analysis of Classification Accuracy 

In this paper, LDS-MS is validated by Dataset-Ⅲ of “BCI Compe-
tion 2003”. In order to analyze the effect of α and β frequency band 

in the classification of EEG，the four frequency bands of three 

electrodes are encoded and the deferent frequency band is the 
deferent feature component. [Fig-6] shows the classification accu-
racy of MS and LDS-MS in the GA iteration. The iteration number is 
100; the population size is 100; X-coordinate is the iteration times; 
Y-coordinate is the classification accuracy. The best accuracy of 
MS is 89.1% and the best accuracy of LDS-MS is 92.1%. The ac-
curacy is increased 3%, which reason is the optimum of class 

boundary. 

Fig. 6- The classify result of MS and LDS-MS in the GA 

The classification performance of LDS-MS depends on the local 
samples distribution estimation. [Table-2] shows the deferent result 
of the deferent distribution estimation. The result which [Table-2] 
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shows is the best result and the kernel function is e-x. 

In [Table-2], the K nearest-neighborhood distribution modal be 
regarded as truncation radius adaptive extension of Gauss truncat-
ed function, So the result of the K nearest-neighborhood distribu-
tion modal is better than latter. LDS-MS divided the neighborhood 
samples further and uses the some samples which distribution is 
same to the center point to calculate the new shifting point, which 
can optimize class boundary. So the performance of LDS-MS de-
pends on kernel function and neighborhood size. In this research, 
we use LDA and SVM to classify the EEG based the feature which 
extracted by section 2.2, the result is 88.1% and 90.0% respective-

ly. 

Table 2- The classification accuracy of deferent distribution  

estimation  

The Analysis of Feature Selection 

In this research, the feature is selected by GA which is described 
by section 2.3. the feature selection is not only used to be reduce 
the feature dimension, but also to analysis the relation between 
feature component and classification performance. [Fig-7] show the 

stat of selecting feature components.  

 Fig. 7- The statistical histogram of feature selection  

Where the x-coordinate is the index of feature components and the 
y-coordinate is the selected times of feature components 
(normalization). The result shows that the index of feature compo-
nents are selected is 4-9, 16-21, 28-33. According to section 2.2, 
the feature components selected are from frequency bands of 8-
32Hz. The result of feature components selection verifies the rela-
tion between imagery movement `and frequency band [8Hz-12Hz], 

[19Hz-30Hz]. So the classification is efficient.  

Conclusion 

In this research, the local samples distribution is used in the MS to 
improve the performance of classification. In order to verify the new 
method, the feature of EEG is extracted by DWT and the classifica-
tion accuracy of new algorithm is 92.1%, which is better than the 
result of the BCI competition Dataset-Ⅲ. The result of feature com-
ponents selected by GA shows the new algorithm is efficient too. 

The performance of new method depends on feature extraction, 
kernel function and nearest-neighborhood size, so the future work 
is to analysis the feature selection algorithm, the relation between 
the distribution of local samples and the distribution of all samples, 

which can improve the classification accuracy of EEG. 
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Local sample distribution modal  Accuracy 

Gauss truncated function 86.70% 
K nearest-neighborhood 89.10% 
LDS-MS 92.10% 


