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Abstract- We present a contribution to the network intrusion detection process using Adaptive Resonance Theory (ART1), a type of Artifi-
cial Neural Networks (ANN) with binary input unsupervised training. In this phase, we present a feature selection using data mining tech-
niques, towards two dimensional dataset reduction that is efficient for the initial and on-going training. The well know KDD'99 Intrusion 
Detection Dataset (KDD'99 dataset for short) is tremendously huge and has been reported by many researchers to have unjustified redun-
dancy, this makes adaptive learning process very time consuming and possibly infeasible. We intend to reduce the dataset both vertically 
and horizontally, numbers of vectors and number of features, such that nearly 10% of the training subset is used for the initial unsuper-
vised training process and nearly 1% of the training subset is used for the on-going training, and that is only regarding the number of vec-

tors. On top of that, only the significant features will be used yielding a highly reduced dataset, and this is the scope of this work. 
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Introduction  

The term data mining refers to the process of extracting useful 
information from large databases to find unsuspected relationship 
and to summarize the data in novel ways that are both understand-
able and useful to data owner. It typically deals with the data that 
have already been collected for some useful purpose other than 

data mining analysis.  

Intrusion detection is defined to be the process of monitoring the 
events occurring in a computer system and detect computer at-
tacks and misuse, and to alert the proper individuals upon detec-
tion [1]. In this paper, we use the Oracle Data Miner (ODM) for the 
purpose of statistical analysis and feature selection on the KDD'99 

dataset. 

The KDD'99 dataset was used for The Third International 
Knowledge Discovery and Data Mining Tools Competition, which 
was held in conjunction with KDD'99 dataset, the fifth International 
Conference on Knowledge Discovery and Data Mining [2].The 
competition task was to build a network intrusion detector. This 
database was acquired from the 1998 DARPA intrusion detection 
evaluation program. An environment was set up to acquire raw 

TCP/IP dump data for a local-area network (LAN) simulating a 
typical U.S. Air Force LAN, which was operated as if it was a true 
environment, but blasted with multiple attacks. There are totally 
4,898,431 connections recorded, of which 3,925,650 are attacks. 
For each TCP/IP connection, 41 various quantitative and qualita-

tive features were extracted. 

The simulated attack fall in one of the following four categories[2]: 

Denial of Service Attack (DOS): In this category the attacker 
makes some computing or memory resources too busy or too full to 
handle legitimate request, or deny legitimate users access to ma-

chine. 

Users to Root Attack (U2R): In this category the attacker starts 
out with access to a normal user account on the system and is able 

to exploit some vulnerability to obtain root access to the system. 

Remote to Local Attack: In this category the attacker sends pack-
ets to machine over a network but who does not have an account 
on that machine and exploits some vulnerability to gain local ac-

cess as a user of that machine. 

Probing Attack: In this category the attacker attempts to gather 
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information about network of computers for the apparent purpose 

of circumventing its security. 

Table 1- Attacks Categories 

Related Work 

Our literature survey reveals many results; in [3], the authors pro-
posed a real-time intrusion detection system based on the Self-
Organizing Map (SOM); an unsupervised learning technique that is 
appropriate for anomaly detection in wireless sensor networks. The 
proposed system was tested using KDD'99 dataset. The system 
groups similar connections together based on correlations between 
features. A connection may be classified as normal or attack. At-
tacks are classified again based on the type of attack. It took the 
system 0.5 seconds to decide whether a given input represents a 

normal behavior or an attack. 

In [4], the authors addressed the main drawback of detecting intru-
sions by means of anomaly (outliers) detection, which is the high 
rate of false alarms when a behavior that has never been seen 
before is presented. In their work, they added a new feature to the 
unknown behaviors before they are considered as attacks, and 
they claim that the proposed system guarantees a very low ratio of 
false alarms, making unsupervised clustering for intrusion detection 

more effective, realistic and feasible. 

In [5], the authors introduced an intrusion detection system based 
on Adaptive Resonance Theory (ART) and Rough Set theory. The 
ART was used to create raw clusters that were refined using 
Rough Set. As a preprocessing stage, symbolic-valued attributes of 
the dataset were mapped to numerical values. The proposed sys-
tem was able to detect not only known attacks, but also new un-

known attacks. 

In [6], the authors conducted a statistical analysis of this dataset a 
KDD'99 dataset, the most common dataset widely used to evaluate 
intrusion detection systems, and found some issues that would 
result in poor systems evaluation. A new dataset (NSL-KDD) have 
been proposed. This dataset consists of selected records from the 

original dataset to overcome those shortcomings. 

Our Approach 

Intrusion detection systems can be signature based or anomaly 
based. Signature based systems are built on known connections 
features and are capable of detecting only known intrusions, while 
the anomaly type employ methods that are heuristic based and 
hence capable of detecting unknown intrusions as well. Anomaly 
based solutions require training systems on large datasets repre-
senting connections of various types. Practically, those systems 
have false predictions; false positives and false negatives that vary 

from system to system [7]. 

We intend to design an ART1 ANN for this purpose, and to mini-
mize the miss prediction rate, we offer a continuous training ap-
proach. This approach requires a relatively small dataset which 
contradicts the main idea of having larger dataset for better train-

ing. 

In this paper, we introduce the first phase of our project, which 
targets the horizontal dimension of the dataset; the number of at-
tributes in the KDD'99 dataset, and hence the vector length, while 
the second stage will focus on the vertical dimension; to reduce the 

number of vectors. 

The KDD'99 dataset has 41 attributes for each record. Some of 
these attributes are irrelevant and redundant [9]. Irrelevant attrib-
utes simply add noise to the dataset and affect the accuracy of 
proposed models using it. Another important point that has to be 
considered is the computation cost. Using a dataset with a large 
number of attributes results in a lengthy training and detection pro-
cesses, and hence degrading the performance of an intrusion de-

tection system.  

We use the “Attribute Importance” mining function available in Ora-
cle Data Mining that ranks the attributes in a dataset based on their 
significance using the Minimum Description Length (MDL) algo-

rithm [8]. 

Experimental Results 

Oracle Data Miner supports supervised learning techniques 
(classification, regression, and prediction problems), unsupervised 
learning technique (clustering technique and feature selection 
problem), and attribute importance technique. The availability of 
these algorithms provides all the necessary tools required in gath-
ering information from a dataset. The main advantage of using 
Oracle Data Miner is that all data mining processing occurs within 

the oracle database [8].  

Attribute Significance 

Fig. 1 shows the result of applying the Attribute Importance func-
tion to the KDD'99 dataset. The tool ranks the attributes based on 
their significance, with the attribute of rank 1 being the most im-
portant attribute and all attributes having an importance less than 

or equal to zero have the same rank and considered as noise [8]. 

Fig. 1- Attribute Significance 

It is clear from this figure that 13 attributes out of the 41 attributes 
of the KDD'99 dataset have an importance value above zero, and 
the rest have an importance of zero and hence not shown in the 
plot. We will use these attributes in the ART1 ANN learning pro-
cess. We expect this to be more accurate having only 7 features, 
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Attack Category List of Attacks 

DOS 'neptune', 'back', 'smurf', 'pod', 'land', 'teardrop' 

U2R 'buffer_overflow', 'loadmodule', 'rootkit', 'perl' 

R2L 
'warezclient', ' multihop', ' ftp_write', 'spy' 'imap', 'guess_passwd', 
'warezmaster', 'phf' 

PROBE 'portsweep', 'satan', 'nmap', 'ipsweep' 
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while keeping the total size low through the variable code length.  

Statistical Analysis 

ART1 neural network [10] is an unsupervised learning model that is 
used to recognize binary patterns. In this section, we provide a 
statistical analysis for the selected attributes and rely on these 
statistics to assign binary codes to these attributes. Table 2 shows 
the minimum value, maximum value, number of distinct values, and 

the number of bits assigned for each attribute.  

Table 2- Significance Based Code Length, Total Number of         

Bits = 106 

The proposed code length for representation is based on the mini-
mum number of bits to express the largest value of each attribute, 
resulting in 106 bits per vector. However, we expect shorter code 
can be used by considering the number of distinct values of each 
attribute; which allow using 16 bits (instead of 30) for SCR_BYTES, 
14 bits (instead of 23) for DST_BYTES, and 5 bits (instead of 10) 
for NUM_COMROMISED, making the total 78 bits. This is to be 

tested in the second stage. 

Conclusion 

Data mining application to the original KDD'99 dataset lead to re-
ducing the original 41 attributes, with several hundreds of bits to 
represent each vector, to a hundred or even less bits per vector. 
This process dramatically reduces the space and time requirement 
of the implementation and improves the offline and online perfor-
mance, in particular when continuous adaptive training is to be 
adopted to improve the detection accuracy. This reduction is con-
sistent with an early work where only 7 attributes are used, without 
jeopardizing the richness of content, which could be the result of 

eliminating too many attributes. 

Future Work 

The resulting dataset will be used to train an ART1 ANN using the 
optimized attributes and reduced data set, and the performance in 
terms prediction accuracy and raining time will be benchmarked 
against other methods. Also, the architecture capability to improve 

its performance over time will be monitored. 
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Attribute Name Min Max 
Number of 
Distinct Values 

Number of 
bits 

SRC_BYTES 0 693375640 3300 30 

DST_BYTES 0 5155468 10725 23 

SRV_COUNT 0 511 470 9 

COUNT 0 511 490 9 

DST_HOST_SRV_COUNT 0 255 256 8 

DST_HST_SAME_SRC_PRT_RATE 0 1 2 1 

LOGGED_IN 0 1 2 1 

WRONG_FRAGMENT 0 3 3 2 

NUM_COMPROMISED 0 884 23 10 

IS_GUEST_LOGIN 0 1 2 1 

PROTOCOL_TYPE - - 3 2 

FLAG - - 11 4 

SERVICE - - 66 7 
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