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Abstract- This paper presents simulation of Viterbi decoder and Fano decoder for decoding the convolutional codes in AWGN channel. 
Graphs are plotted between Viterbi algorithm and Fano algorithm for decoding the convolutional codes of fixed code rate and fixed constraint 
length. Results show that performance of Viterbi decoder is better than Fano decoder for the same code rate, constraint length and decoding 
delay. Convolutional codes are widely used to encode digital data before transmission through noisy or error-prone communication channels 
to reduce occurrence of errors. This paper presents CC(2,1,3) encoder which belongs to the convolutional encoder's class. It also presents 
two different decoding techniques based on the Viterbi algorithm: the hard decision and the soft decision encoding techniques. Some simulat-
ed results obtained by using these two decoding techniques are presented as well. 
Keywords- data processing, signal processing, functional analysis, communication channel, Viterbi, encoder, decoding algorithm, data man-
agement. 
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Introduction 
The task which a designer faces in a digital communication sys-
tem is of providing a cost-effective facility for transmitting infor-
mation from one end of the system at a rate and a level of reliabil-
ity and quality that are acceptable to the user at the other end. 
Convolutional encoding with Viterbi decoding is a technique that is 
particularly suited to a channel in which the transmitted signal is 
corrupted mainly by additive white Gaussian noise (AWGN). 
Viterbi decoding was developed by Andrew J. Viterbi in 1967[1]. 
Since then, other researchers have expanded on his work by 
finding good convolutional codes, exploring the performance limits 
of the technique, and varying decoder design parameters to opti-
mize the implementation of the technique in hardware and soft-
ware. The Viterbi decoding algorithm is also used in decoding 
trellis-coded modulation technique which is used as an effective 
coding technique for band limited channels as in telephone line 
modems to squeeze high ratios of bits-per-second in 3kHz- band-
width analog telephone lines [1,2]. For years, convolutional coding 
with Viterbi decoding has been the predominant Forward error 

correction (FEC) technique used in space communications, partic-
ularly in geostationary satellite communication networks, such as 
VSAT (very small aperture terminal)[1]. In the following sections 
the coder used in this communication will be described as well as 
the Viterbi decoding technique. 
Convolutional codes: 
Convolutional codes are well described in the literature [1-9].They 
are commonly specified by three parameters; (n,k,m), where: n is 
the number of output bits, k is the number of input bits, and m is 
the number of shift register stages of the coder. The constraint 
length L of the code represents the number of bits in the encoder 
memory that affect the generation of the n output bits and is de-
fined as L = mk. The code rate r of the code is a measure of the 
code efficiency and is defined by r = k/n. 
Code parameters and the structure of the convolutional code: 
Figure1 shows the convolutional encoder structure CC(2,1,3)) 
used in this paper and is built from its parameters. It consists of 3 
(m=3) shift register stages and two modulo-2 adders (n= 2) giving 
the outputs of the encoder. The rate of the code is r = 1/2. The 
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minimum distance of the code is dmin =3. The outputs of the ad-
ders are sampled sequentially yielding the code symbols. The total 
number p of bit symbols is given by p = n(nb + m) where nb is the 
total number of bits of information. The outputs V1 and V2 of the 
adders are governed by the following generator polynomials: 
The generator polynomial for the output V1 is given by 
g1(x) = 1+ x + x2 
The generator polynomial for the output V2 is given by 
g2(x) = 1+x2 
g1(x) and g2(x) select the shift register stages bits to be added to 
give the outputs of the encoder which are, for 
the case of CC(2,1,3) encoder as follow 
V1=Uo+U1+U2  (1) 
V2= Uo+U2   (2) 
The polynomials give code its unique error protection quality. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1- Convolutional code CC(2, 1, 3) 
 
Coding a message sequence 
In this section a 4 bit sequence of 1001is coded to show how the 
encoder works. The bits are passed through the encoder sequen-
tially as shown in table 1 and the outputs of the encoder are calcu-
lated using equations (1) and (2) for each time step. 

 
Table1-Coding process of CC(1,2,3)code 

 
 
 
 
 
 
 
 
 
 
 
 
The data in bold are the input bits which are shifted in the memory 
register for every time clock. The code output sequence is: 11 10 
11 11 10 11 00 where the last 6 bits (= nm) are the reset bits and 
they do not contain any information. Table 2 shows the code 
words of different 4-bit messages calculated by using the proce-
dure described below. 

 
 
 

Table2- Code words of different 4-bit messages 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
State diagram 
A state diagram of an encoder can also be used to encode mes-
sages. Table 3 gives the output bits for each input bit and the input 
and output states of the encoder which are the states of U1 and U2 
shift register stages. 

 
Table3- Input & output states related to input bits 

 
 
 
 
 
 
 
 
 
 
 
 

The encoder outputs V1 and V2 are calculated using equations (1) 
and (2) above. Here the input bit I represents U0 the states S1 and 
S2 represent U1 and U2 respectively. The state diagram of the 
encoder shown in figure 2 is drawn from table3 and gives a good 
insight of the encoder operation. Each circle represents a state. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2- State diagram of CC(2,1,3) code 
The state of the convolutional encoder is represented by the first 
m-1 shift register stages. At any one time, the encoder resides in 
one of these states. The lines to and from any state show the 
possible state transitions as bits arrive. Only two events can hap-
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pen at each time, arrival of a bit 1or arrival of bit 0. Each of these 
two events allows the encoder to jump into a different state. The 
solid lines indicate the arrival of a 1 and the dashed lines indicate 
the arrival of a 0. The arrows indicate the direction of the transition 
state. The output of each transition is shown on the arrows and 
the input bit is in between brackets. This state diagram will be 
used later in the decoding process. 
 
Trellis diagram 
Trellis diagrams represent linear time sequencing events. They 
can also be used to encode messages. The trellis diagram of CC
(2,1,3) encoder shown in figure 3 is drawn from table3. It is built 
by using the Horizontal axis as a discrete time and all possible 2(L-

1) states lined up on the vertical axis. One moves through the trel-
lis every time step. New bits arrive every time step. Each state is 
connected to the next state by the allowable code word for that 
state. There are only two possible choices at each state. These 
are determined by the arrival of input bits 0 or 1 which are shown 
between brackets in the diagram. It can be noticed that the arrows 
go upwards for a 0 input bit and they go downwards for a 1 input 
bit. The trellis diagram is unique to each code. 
 
 
 
 
 
 

 
 
 
 
 
 

Codeword: 11  01  01  11 
Message  1  0   0  1 

Fig. 3- Trellis diagram for the code CC(2,13) 
 

For instance to encode 1100 message ,one starts from the state 
00 and goes downwards for each input bit 1 and goes upwards for 
each input bit 0 . After 4 time steps which correspond to the num-
ber of input bits, one gets the encoded word 11 01 01 11 (the 
reset bits are not considered here for simplicity). The trellis dia-
gram of figure3 will be used later to decode code word. 
 
Decoding using likelihood and Viterbi algorithm: 
There are several different approaches to decoding of convolu-
tional codes. These are grouped in two basic categories: sequen-
tial decoding (Fano algorithm) Maximum likelihood decoding 
(Viterbi algorithm).Both these methods represent two different 
approaches to the same basic idea behind decoding [3]. Assume 
that 4 bits were sent via rate 1/2 code. One receives 8 bits. (and 6 
reset bits that are not considered here for simplicity). These 8 bits 
may or may not have errors one knows from encoding process 
that these bits map uniquely. So a 4 bit sequence will have a 
unique 8 bit output. But due to errors one can receive any and all 
possible combinations of the 8 bits, (28 combinations).The permu-
tation of 4 input bits results in 16 possible input sequences. Each 
of these has a unique mapping to an 8 bit output sequence by the 

code as shown in table2.These form the set of permissible se-
quences and the encoder's task is to determine which one was 
sent. Let us say one received 11111100. It is not one of the 16 
possible sequences shown in table2. How does one decode it? 
one can do two things 1. compare this received sequence to all 
permissible sequences and pick the one with the smallest Ham-
ming distance (or bit disagreement) 2. perform a correlation and 
pick a sequence with the best correlation. The first procedure is 
basically what is behind hard decision decoding and the second 
the soft-decision decoding [3].In the following sections these two 
techniques are described.3.1 Maximum Likelihood and Viterbi 
decoding Viterbi decoding is the best known implementation of the 
maximum likelihood decoding [3]. The assumptions made in this 
technique are as follow:  
1. The errors occur infrequently, the probability of error is small. 
2. The errors are distributed randomly. 
The Viterbi algorithm examines an entire received sequence of a 
given length. The decoder computes a metric for each path and 
makes a decision based on this metric. All paths are followed until 
two paths converge on one node. Then the path with the higher 
metric is kept and the one with the lower metric is discarded. The 
selected paths are called the survivors. For an N bit sequence, the 
total number of possible received sequences is 2N; only 2k(L-1) of 
these are valid. The Viterbi algorithm applies the maximum likeli-
hood principles to limit the comparison to 2k(L-1) surviving paths 
instead of checking all paths. The most common metric used in 
hamming distance metric. This is just the received codeword& the 
allowable code word. 
The procedure used in veterbi algorithm is as follows in table 

 
Table 4- Path of trellis diagram & their related message 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
A correct decoding of a corrupted sequence with two errors 
The precedent technique demonstrates how the Viterbi algorithm 
decodes a codeword into its message. In this section, the notion 
of channel error is considered through an example. Suppose that 
a code word 00 00 00 00 (00 00 00) of 0000 message is transmit-
ted and at the receiver the sequence 01 00 0100 (00 00 00 00) is 
received where the digit '1' of the second and sixth symbols are 
the errors introduced by the transmitting channel. Using the trellis 
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diagram of figure3 and the steps of decoding described above, at 
the instant t =4, the four survivors shown in table5 are obtained. 
The path aLa L a La L a having the highest metric (= 8) is the 
winner. The decoder chooses this path which gives 0000 as a 
decoded message which is the correct result. 

 
Table 5- Supervivor diagram of a trellis diagram for the corrupted 

sequence 
 
 
 
 
 
 
 
 
 
 

 
 
An incorrect decoding of a corrupted sequence with 3errors: 
When the number of errors is greater than the code correction 
capacity, the Viterbi decoder gives incorrect results. Suppose that 
a transmitted sequence of zeros are corrupted by 3 errors (3 logic 
'1's); 10010010(000000). Figure4 shows the trellis diagram of the 
example. The path shown in thick line is the winner and has the 
highest metric path. It gives a sequence 1000 as a decoded mes-
sage. The first bit of the message is decoded as '1' instead of '0'. 
Henceforth the decoding is incorrect. 
 
 
 
 

 
 
 
 
 
 
 
Codeword: 11 10 00 00 00 00 00 00  
Message 1 0 0 0 0 0 0 0  

 
Fig. 4- Trellis diagram of incorrect hard decision decoding 

 
Remark 
The results of the last two examples are related to a decision 
based on the total metric path of the trellis diagram. The path 
having the highest metric path gives the decoded message. Con-
cerning the hard decision Viterbi decoding, it is observed that the 
hamming distance between the trellis paths is of importance when 
it comes to the code error capacity. When the number of errors is 
less or equal to the minimum distance dmin of the code then the 
decoder gives a correct answer. However when the number of 
errors is greater than dmin, the decoder gives an incorrect an-
swer. 
 
 

Soft Decision Decoding: 
In the case of the soft decision technique, the variations of the 
signal at the output of the demodulator are sampled and quanti-
fied. For a Gaussian channel with additive white noise (AWGN), 
the hard quantification of the received signal, compared with the 
fine quantification gives losses of about 2dB in S/N ratio [4]. 
Moreover 8-level quantification reduces this loss to a value of less 
than 0.25dB, compared to the fine quantification. This means that 
the 8-level quantification is adequate to this kind of decoding. 
Figure.5 shows the order of the sampled output of the demodula-
tor with 8 decision thresholds and 8 levels of quantification. The 
level of transmitted signal is unity. The values {1, 2,3,4} repre-
sents the confidence of the received signal where the highest 
signal represents the number with the highest confidence. For 
instance, level ± 4 gives a high confidence that the bit is ± 1 logic, 
whereas ±2 gives less confidence. 
Qualification Level -4 -3 -2 -1 1 2 3 4 

Decision Threshold 
 
 
 

Fig. 5- Level Qualification  
 
Figure.6 illustrates the Viterbi soft decision technique applied to 
the example used in section (3.1.2) where it is supposed that a 
sequence of zeros is transmitted and a corrupted codeword is 
received. In this technique the demodulator passes the quantified 
level sequences to the decoder. In the absence of noise the re-
ceived signal is quantified at high negative levels. However if the 
quantified signal is positive, it means that error has occurred dur-
ing transmission. 
 
 

 
 
 
 
 
 
 
 

Fig. 6- Soft decision decoding Example 
 
In this case the channel has caused a high voltage with opposite 
polarity to the transmitted signal. In Figure6, it is noticed that the 
first three positives quantified levels 2, 1and 1 are the error bits. 
The first received symbol has confidence levels 2 and 1 and is 
compared with the symbol with two possible transition outputs 00 
and 11 in the trellis. It is noticed that the levels (2, 1) give a meas-
ure of confidence of the transition 11. The comparison of the tran-
sition outputs starting from the state (00) gives a metric branch = -
2+(-1) = -3 for the branch a L a and a metric branch = 2+1 =3 for 
the branch a L c. At t=2 the accumulated metric paths -1, - 5, 7 
and 1 for a L a L a, a L a L c, a L c L b ,and a L c L d respectively. 
The process of calculating the metric branches is used until t=8, 
where only 4 survivors are left i.e., a; a ; a ;a ; a; a ; a ;a ; a,a; c ; 
b ;c ; b; c ; b ;c ; b, a; c ; b ;c ; d; b ; c ;b ; c, a; c ; b ;c; b; c;b;c; d, 
with 27,21,25, and 21 respectively. Hence the first path with the 
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highest metric is the winner and gives 00000000 as a decoded 
message, which is correct. This example shows that the soft deci-
sion technique gives correct decoding where the hard decision 
technique gives incorrect decoding. 
 
Simulated results 
In this section the results obtained by simulating the hard and soft 
decision techniques described above are given. Three procedures 
have been developed in C language to simulate the coding and 
decoding processes studied in this paper. 
Hard decision decoding 
In this method it is assumed that, before it reaches the decoder, 
the coded sequence is demodulated, sampled and then quanti-
fied. The quantification is done in two levels (0: absence of a sig-
nal, 1: presence of a signal) which means hard decision. The 
simulation results for this method are tabulated and shown in 
tables 6,7, and 8. Table6 shows the decoding results of some 
uncorrupted received sequence. As can be expected the decoder 
gives correct message. 
 
Table6- Decoded Uncorrected sequence Hard decision algorithm 

 
 
 
 
 
 
 
 
 

 
In table7 corrupted sequences with one or two errors are consid-
ered. Here again the decoder decodes correctly the sequences. If 
the received sequence is corrupted with one or two errors, the 
decoder detects these errors and gives a correct message of the 
transmitted codeword. These errors are called detectable because 
they are less or equal to correction capacity of the code CC(2,1,3) 
which is equal to 2. 
 

Table7- Decoded corrected sequence-hard decision Algorithm 
(with 1 or 2 error) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table8 shows the results obtained for corrupted sequences with 
three errors. In the case that the number of errors in the sequence 
is greater than the correction capacity of the code, the decoder 
gives incorrect results. For instance in the case of the sequence of 
zeros corrupted with 3 errors 11 10 00 00 00 00 00, the distance 
between the transmitted and the received sequences, d =3 and 
dim = 2, the decoder gives the message 1000 instead of 0000. 
The sequence 1000 was chosen by the decoder because it has 
the highest metric distance of all the other paths. In the case of 
the sequence 11 00 00 00 00 00 10, d =3, dmin = 2, the decoder 
gives a correct message because the third error occurred in the 
reset bits, and as if the corrupted sequence has dmin = d. The 
same thing can be said for received sequences having 4 errors or 
more. Generally the decoder gives incorrect messages. 
 

Table 8-Decoded corrupted sequences-hard decision algorithm 
(with 3 or 4 error) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
Soft decision technique: In this section an 8-level quantifier is 
used for the examples studied here. The simulated results are 
shown in tables 9 and 10. In table9 one can notice that the uncor-
rupted received sequences are decoded correctly with any value 
of the quantification level (negative for 0 and positive for 1). From 
the results of table10, it can be noticed that the soft decision tech-
nique can detect any number of errors which is less than the cor-
rection capacity of the code independently of the quantification 
level. If the number of errors is greater than the correction capaci-
ty of the decoder (=2), the soft decision technique can decode 
some sequences correctly (table10). Soft decision decoding tech-
nique decodes correctly any sequence having, in one hand, low 
confidence for the error bits, and in the other hand high confi-
dence for the non-corrupted bits. If the errors bits have high confi-
dence, the message is incorrectly decoded. If the errors occur in 
the reset bits, the decoder gives a correct message for the re-
ceived sequence, independently of the confidence of the other bits 
of that sequence. 
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Table 9-Uncorrupted received sequence-Soft decision algorithm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 10-Decoded corrupted sequences-Soft decision algorithm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Conclusion 
The numerical results show that the performance of the system 
increases as the decoding delay increases in case of Viterbi de-
coding. For Viterbi decoding when delay D=6K required SNR is 
3.9 dB, for D=5K required SNR is 4.1dB. For D=5K, Rate=1/2 K=3 
required SNR is 9 dB in case of Fano decoding and 4.1dB in case 
of Viterbi decoding. The gain in SNR for the BER of 10 -3 is 4.1 dB 
for D=6K, Rate=1/2 and K=3.The overall performance of the 
Viterbi decoding algorithm is better than that Fano algorithm for 
same decoding delay.The paper has presented hard and soft 
decision decoding techniques. A hard decision technique can 
detect any number of errors which are less than or equal to the 
correction capacity of the code. However, for three or more errors 
(in the case of CC(2,1,3) encoder) , the decoded sequence is 
generally incorrect. The soft decision technique decodes correctly 

any corrupted sequence with one or 2 errors independently of the 
quantification levels attributed to the symbols of a given received 
sequence. For three or more errors, this technique detects these 
errors if they have a low quantification levels and the non-
corrupted bits have a high confidence. The noise corrupting the 
transmitted signal is generally low compared with the signal and 
cannot reach the signal level. Therefore the confidences of the 
error bits are generally low and the soft decision technique can 
detect them. As a conclusion, it can be said that the soft decision 
technique is powerful compared with the hard decision technique 
and is suitable for AWGN channels. 
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