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Abstract- Oral cancer is a major concern in India as the literature shows large number of cases getting registered every year. The predomi-
nant medical model approach to research and prevention on the risks of the disease gives very little attention to the effect of demographic
information. There is uncertainty and limited recognition of the relationship between age, gender, socioeconomic inequalities and oral cancer,
therefore we aim to quantitatively assess the association between various demographics and oral cancer incidence risk. Data mining is applied
to oral cancer database in order to understand association. The results show that females have less probability to develop oral cancer in com-
parison to male. The people in the age group of 50-55 years are more prone to build up malignant cells. The mean age of diagnosis is 58.7
years. It is observed that the patients of lower socioeconomic status have shown the significant increase in incidences.
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Introduction

Data collection using computer technology has existed since 1960s,
and the gathered data subsequently was used by large corporations
to improve their business. The development of more sophisticated
computer databases in 1980s allowed the business to flourish mani-
fold [1]. The concept of data mining is relatively new and was initial-
ly considered as more of a hyped up idea. Nevertheless, nowadays
it is well thought-out to be a useful and reliable tool for businesses
and organizations, as it assists to analyze and make right decision.
Data mining is the process of congregation of information from vari-
ous sources and perspectives, and subsequently evaluating it and
presenting it in the most useful form for the task at hand [2]. Da-
ta mining applications are frequently designed around the unambig-
uous requirements of an industry sector or even tailored and built
for a single organization. This is because the data patterns of one
organization may vary than that of other. For example, an organiza-
tion might need data mining application to track client spending
habits in order to detect unusual transactions that might be fraudu-
lent or a government body uses data mining application to detect
association between individuals who may be involved in terrorist
activities [1]. However, it had a limited use in medical science until
recently [3]. But, now the medical community has also become
aware that they can be greatly benefitted by applying data mining
and extracting different knowledge from long-term health data col-
lection. Clinical decisions are often made based on doctors’ intuition
and experience rather than on the knowledge-rich data hidden in
the database. This practice leads to preconceived notions, miscal-
culation and excessive medical costs which affects the quality of
service provided to patients. Integration of clinical decision support
with computer-based patient records could decrease medical blun-
ders, improve patient wellbeing, reduce unwanted practice varia-
tion, and enhance patient outcome [4]. Therefore, we attempt to
forward the benefits of data mining to healthcare industry as well.

Data Mining is the science of extracting critical information from the
large amount of existing raw data and deploying that information
across the organization [1,5,6]. Patterns and trends discovered go
beyond straightforward examination and can answer inquiries that
cannot be answered through basic question and reporting systems.
However, data mining uses sophisticated mathematical algorithms
to segment the data and evaluate the probability of future events.
Hidden patterns, outcome prediction, generation of valuable infor-
mation and focus on large datasets and databases are the key
properties of data mining [7-9]. However, it doesn't dispense with
the need to know the business, to comprehend the data, or to com-
prehend analytical techniques. Data mining discovers hidden infor-
mation in data; but cannot tell the value of the information to your
organization. Important patterns might already be known as a result
of acquaintance to business domain and working with data over
time. Notwithstanding, data mining can confirm or qualify such em-
pirical observations in addition to finding new patterns that may not
be immediately apparent through simple observation. The different
pattern that can be uncovered using data mining includes associa-
tion analysis, characterization, cluster analysis, discrimination, clas-
sification and regression, outlier analysis and evolution analysis.

Association rule learning is a popular and well researched method
for discovering interesting relations between variables in large data-
bases. It is used to identify strong rules discovered in databases
using different measures of interestingness [10], which can be ap-
plied in different areas such as e-commerce, sports, census analy-
sis, healthcare, etc. An association rule put in the picture about the
association between two or more items. These rules are if/then
statements that help uncover relationships between apparently
unnecessary data in a relational database or other information re-
pository [11-17]. An association rule has two parts: an antecedent
(if) and a subsequent or consequent (then). An antecedent is an
item found in the data and a consequent is an item that is found in
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combination with the antecedent. The usefulness of the association
rule is determined by two popular interestingness criteria - support
and confidence.

Support: The rule holds with support ‘supp’ in T (the transaction
dataset) if supp% of transactions contain X U Y [18].

Supp(X—Y) = P(X U V).

Confidence: The rule holds with confidence ‘conf in T if conf % of
transactions that contain X also contain Y [18,19].

Conf (X—Y) =P(Y | X) = Supp(X W Y) / Supp(X)

=P(Xand Y)/P(X)

The objective of this paper is to apply data mining to oral cancer
database for oral cancer risk stratification in terms of age, gender
and socioeconomic status. Oral cancer was estimated to be the 8th
most common cancer worldwide in 2000, with approximate 267,000
new cases and 128,000 deaths, and with the maximum burden in
developing countries [20]. In spite of availability of literature on the
effects of poverty and inequality on health [21], the effect of demo-
graphic information on oral cancer is given little attention in a pre-
dominant medical model approach to research and prevention on
the risks of the disease [22]. Since there is uncertainty and limited
recognition of the relationship between age, gender, socioeconomic
inequalities and oral cancer, we aim to quantitatively assess the
association between various demographics and oral cancer inci-
dence risk. The rest of the paper is organized in the following man-
ner: section 2 discusses materials and methods and section 3 pre-
sents the experimental results. In section 4, the result is discussed
briefly and section 5 presents the conclusion. Finally, at the end,
references are mentioned.

Materials and Methods

Oral cancer data is collected for the period of five years in non-
randomized or non-probabilistic method. A retrospective chart re-
view from ENT and Head and Neck Department, the records of the
cancer registries of Tertiary Care Hospitals, OPD data sheet and
from archives of departments of Histopathology, Surgery and Radi-
ology was carried out for collecting the data related to oral cancer
and for creating the database for this research work. The dataset is
based on the records of all the patients who reported with a lesion
and treated at the centre from Jan 2004 and June 2009. The clinical
details, personal history and habits were collected manually from
the records to complete the datasheet of the patients. The complete
process of data preparation, data integration and data cleaning (i.e.
removing missing values, noisy data and inconsistent data) was
strictly followed to create the database of oral cancer patients [23].
The database contains the records of 1025 oral cancer patients,
which has been described with the help of 33 data columns
(variable).

Results

The association among various valuable data pertaining to demo-
graphic information and survivability of the cancer patients is de-
rived using data mining tool WEKA3.7.9. This is Java based open
source tool created by researchers at the University of Waikato in
New Zealand [24]. It is a collection of many data mining and ma-
chine learning algorithms. It also includes data pre-processing,
clustering, classification and association rule extraction. The oral
cancer data is initially stored in MS Excel sheet, which is converted
into comma separated values (.csv) file format and subsequently

into attribute relation file format (.arff) as .arff is accepted by the
WEKA tool.

[Fig-1] shows age as a numerical attribute. Minimum age that can
be affected by oral cancer is 37 years, maximum is 81 years and
mean is 58.779 years, with standard deviation of 13.119. [Fig-2]
shows age as a discrete attribute. Continuous variable age is con-
verted in to discrete variable with 10 age brackets, which are 37.0-
414, 41.4-45.8, 45.8-50.2, 50.2-54.6, 54.6-59, 59-63.4, 63.4-67.8,
67.8-72.2, 72.2-76.6, 76.6-81. The age bracket which has more
number of incidences of oral cancer is 50.2 - 54.6, followed by 63.4
- 67.8. [Fig-3] reveals that 636 patients out of total are male where
as 389 patients are females. [Fig-4] presents that 690 patients are
in low socioeconomic status, whereas 218 patients are in middle
and 117 patients are in high socioeconomic status.

Selected attribute
Name: Age Type: Numeric

Missing: 0 (0%) Distinct: 22 Unique: 1(0%)
Statistic Vahe
Minimum 37
Maximum 81
Mean 8.7
StdDev 13.119
Class: Survival (Nom) v | Visugize Al

Fig. 1- Oral Cancer Stratification on Age (Numeric)

Selected attribute
Name: Age Type: Nominal
Missing: 0 (0%) Distinct: 10 Unique: 0 (0%)
No. Label Count Weight
1|'(inf-41.4]" 126 126.0
2|'(41.4-45.8]' 84 84.0
3|'(45.8-50.2]" 71 71.0
4/'(50.2-54.6]' 169 169.0
5|'(54.6-59] 67 67.0
6|'(59-63.4])" 101 101.0
7|'(63.4-67.8]" 158 158.0
8|'(67.8-72.2]" 73 73.0
9|'(72.2-76.6]" 75 75.0
10|'(76.6-inf)’ 101 101.0
Class: Survival (Nom) - Visualize All

Fig. 2- Oral Cancer Stratification on Age (Discrete)
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Selected attribute
Name: Sex Type: Nominal
Missing: 0 (0%) Distinct: 2 Unique: 0 (0%)
No. Label Count Weight
1M |636 |636.0
2[F |389 |389.0
(Class: Survival (Nom) v | Visualize Al

Fig. 3- Oral Cancer Stratification on Gender

Selected attrbute
Name: Soco-Economic-Status Type: Nominal
Missing: 0 (0%) Distinct: 3 Unique: 0 (0%)
No. Label Count Weight
1L 690 §90.0
2(M 218 2180
3|U 117 117.0
Class: Survival (Nom) v | Visualize Al

Fig. 4- Oral Cancer Stratification on Socio-Economic-Status

Discussion

Various research works on oral cancer is carried out and published
to understand development, control and treatment of the disease.
However, most of them have used the contemporary analysis meth-
ods. Yeole, et al. [25] have studied the data on survival of oral can-
cer patients registered by the Bombay population-based cancer
registry, India, during 1992-1994. They have used cox model for
analysis and results clearly shows that detecting oral cancer in
premature stage, when these are acquiescent to single modality
therapies, offers the greatest chance of long-term survival. Misra, et
al. [26] performed a prospective clinic-histological study of premalig-
nant and malignant lesions of the oral cavity using histological cor-
relation and compared it with a 10-year retrospective data related to
age distribution, incidence, site, personal habits and type of lesion.
The study shows that the histology along with a detailed clinical
workup is found to be a valuable, dependable, and precise diagnos-

tic technique for lesions of the oral cavity. Warnakulasuriya [27] and
Conway, et al. [28] have performed meta-analysis on subgroup like
SES measure, age, sex, global region, development level, time-
period and lifestyle factor adjustments. The result showed that low
SES was significantly associated with increased oral cancer risk in
high- and lower-income countries, across the world, and remained
when adjusting for potential behavioral confounders which proves
that oral cancer risk is significantly associated with low social-
economic status and lifestyle. Hashibe, et al. [29] presented the
evidence to focus on lifestyles factors, higher SES index, education
and income and its association with decreased risk of oral premalig-
nant lesions. Conway, et al. [30] assessed the socio-economic ine-
qualities, pattern, magnitude, and time trends of the distribution of
oral cancer in Scotland. Ramchandran, et al. [31] reviewed the past
studies on oral cancer and compared the same with current trend. It
was found that apart from chewing habits, there are few other fac-
tors like illiteracy, poverty, low caloric diet and non-availability of
free medical facility are the cause for rise in oral cancer incidences.

Data mining is applied in the field of healthcare since many years in
order to improve the quality of services and treatment offered.
There are many researchers and authors who have used data min-
ing techniques and algorithms on oral cancer data for helping the
practitioners and benefit of the society at large. Exarchos, et al. [32]
monitored the oral cancer evolvement and progression during the
whole follow-up period (i.e. 24 months) so as to evaluate the post
treatment condition of a patient and also to infer about the probabil-
ity as well as approximate timing of a potential reoccurrence. Dy-
namic Bayesian Networks (DBNs) are used to capture the temporal
dimension of the disease and procure new and informative bi-
omarkers which correlate with the progression of the disease and
identify early potential relapses. HariKumar, et al. [33], compares
the classification accuracy of the TNM (tumour, lymph nodes, meta-
statis) staging system with that of Chi-Square Test and Neural Net-
works on oral cancer data. When TNM classification and Chi-
Square methods were compared, it was observed that Chi-Square
classification closely followed that of clinical investigation. Artificial
neural networks (MLP and RBF) are significantly more accurate
than the TNM staging system. Kaladhar, et al. [34] predicted oral
cancer survivability using classification algorithms. The various
algorithms used for classification are Random Forest, CART, LMT,
and Naive Bayesian. 10 fold cross validation is used by the algo-
rithms to classify the cancer survival using training data set. Out of
the other techniques, the Random Forest classification technique
correctly classified the cancer survival data set. The absolute rela-
tive error is less when compared to other methods. Nahar, et al.
[35] attempt to extract the significant prevention factors for particu-
lar types of cancer. To find out the prevention factors, the authors
first constructed a prevention factor data set with an extensive liter-
ature review and subsequently employed three association rule
mining algorithms, Apriori, Predictive apriori and Tertius algorithms
in order to discover most of the significant prevention factors
against specific types of cancer. Experimental results illustrate that
Apriori is the most useful association rule-mining algorithm to be
used in the discovery of prevention factors.

In the current study, data mining concept is applied to oral cancer
database to explore the oral cancer risk stratification in terms of
patient's demographics. Our result shows that 62.04% of oral can-
cer patients are male whereas only 37.95% of patients are female.
The mean age of diagnosis is 58.7 years and the age group of 50-
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55 has more chance to build up malignant cells. Significant increase
in the incidences is observed in the patients of lower socioeconomic
status. 67.31% of patients are from lower socoeconomic strata
whereas only 11.41% patients are from higher socioeconomic strata
of society.

Conclusion

The research work focuses on applying data mining for oral cancer
risk stratification in terms of age, gender and socioeconomic status.
The presented result shows that male have more probability to de-
velop oral cancer in comparison to female. Risk associated with oral
cancer is low socio-economic-status and the age group which is
suceptible to oral cancer is middle age because of recent change in
lifestyle. These results provide sufficient evidence to steer.
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