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Abstract- Fast Fourier Transform is one type of algorithm which is of immense importance in DSP system. It is one of the major blocks in 
communication and DSP system. FFT processor is also used in various applications such radar, image processing, audio and video broad-
casting etc. This FFT is inefficient in terms of area, power and speed. Hence, there is need to build up low power, high speed and reduced 
area FFT processor. In this paper, we will focus on fundamental of FFT, concept of reconfigurability and pipelining. Then, we will go for vari-
ous works going on FFT processor. We will discuss about complex multiplication which plays vital role in FFT and do comparison of various 
architectures for multiplier design.  
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Introduction  
Nowadays, VLSI technology becomes very popular and growing 
rapidly. Due to the encroachment of VLSI, the demand for hand 
held devices such as Laptops, Mobile Phones etc. and DSP sys-
tem has increased tremendously. Three major issues for VLSI are 
area, power and speed. So, there is a need to develop efficient 
system. The Fast Fourier Transform (FFT) is a major block in 
DSP and Communication system.  
The FFT is a faster version of the Discrete Fourier Transform 
(DFT) and efficiently calculates Discrete Fourier Transform. The 
DFT is one of the specific forms of Fourier analysis. FFT is also 
used in various application such as image processing, optical 
communication, radar, audio and video broadcasting. Thus, due 
to the huge application of FFT, there is need of efficient FFT pro-
cessor which should have low power, occupies less area and high 
speed. One can achieve this efficiency with the help of reconfigu-
rability and pipelining. Reconfigurability provides flexibility to the 
design reduces time to market and also requires less area where 
as pipelining yields high throughput, lower clock cycles and low 
power consumption. The DFT is extremely important in the area 
of frequency (spectrum) analysis because it takes a discrete sig-

nal in the time domain and transforms that signal into its discrete 
frequency domain representation i.e. it maps a sequence x(n) in 
frequency domain. Without a discrete-time to discrete-frequency 
transform we would not be able to compute the Fourier transform 
with a microprocessor or DSP based system. DSP technology is 
omnipresent in every engineering discipline. As FFT is a major 
block in this system it tends to consume more power and area. 
The solution to this problem has discussed here. This paper has 
organized as follows in the following sections, detailed analysis of 
the radix-2 FFT algorithm and signals flow graph are illustrated in 
Section II. The description of the literature survey is explained in 
Section III. In Section IV, the various FFT designs are discussed. 
Section V, speaks about major block in FFT design. Finally, a 
conclusion is given in Section VI. 
 
FFT Algorithm 
The DFT is first proposed by the Cooley and Tukey followed by 
several enhancement or development by other researchers. The 
Fast Fourier Transform is an efficient implementation of Discrete 
Fourier Transform (DFT). The distinction between DFT and FFT 
is: “DFT” refers to a mathematical transformation, regardless how 
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it is computed, while “FFT” refers to any one of several efficient 
algorithms for DFT. DFT is most widely used in DSP. By the DFT, 
the sequence of N complex of numbers x0,…,xN-1 is transformed 
into sequence of complex numbers X0,…,XN-1 according to formula  

 k=0…N-1   (1) 
W indicates the value of coefficients of the FFT and are often re-
ferred as twiddle factors, x(n) is a time sequence and X[k] is a 
frequency sequence. The ‘n’ is the time index and the ‘k’ is the 
frequency index. FFT reduces the complex number multiplication 
and addition from N2 to N/2log2N and Nlog2N respectively. Due to 
this the FFT is a highly elegant and efficient algorithm, which is 
still one of the most used algorithms in speech processing, com-
munications, frequency estimation, etc. one of the most highly 
developed area of DSP. In FFT, N indicates integer power of 2, 
i.e. N=2L where, L is the number of stages. The FFT derivation 
mentioned above relies on redundancy in the calculation of the 
basic DFT. It is one type of recursive algorithm that repeatedly 
rearranges the problem into two simpler 
 
 
 
 
 
 
 
 
 

 
Fig. 1- DFT and FFT Comparison 

 
problems of half the size. Hence the basic algorithm operates on 
signals of length a power of 2. If we consider radix 2-FFT, it has M 
= log2 N stages, each using N / 2 butterflies. Complex multiplica-
tion requires 4 real multiplications and 2 real additions. Complex 
addition/subtraction requires 2 real additions Thus, butterfly re-
quires 10 real operations. Hence the radix-2 N-point FFT requires 
10(N / 2) log2 N real operations compared to about 8N2 real oper-
ations for the DFT. This is a huge speed-up in typical applications, 
where N is 64 - 4096 as shown in figure 1.  
 
Literature Survey 
The development of the pipelined reconfigurable FFT processor 
will be surveyed below, because, on the one hand, its history 
abounds in interesting events, and on the other hand, the im-
portant steps correspond to parts of algorithms that will be detailed 
later. The FFT algorithm is divided into time-based (DIT) and 
based on the frequency (DIF) fast Fourier transform. Both the DIF 
and the DIT FFT reorder the data from normal to bit reversed or-
der (or the converse). The basic idea of these algorithms are that 
the N point FFT is divided into smaller and smaller parts until only 
two points FFT(Radix-2). Long FFTs are quite often used for fre-
quency analysis and communications applications. These long 
word lengths affect the memory architecture because long word 
lengths require more memory bandwidth for the matrix transposi-
tions. So, to resolve this problem many authors suggested differ-
ent design. The author Bevan Bass [1] proposed design of cached 
FFT algorithm which is suitable for FFT transforms of any length 

and radix. But, it is not efficient in terms of area, power, and per-
formance. The author Jen-Chih Kuo et al.[2] proposed design of a 
programmable 64-2048-point FFT/IFFT processor by using 
CORDIC algorithm which replace the multiplier-based PE. The 
author Zheng Wang et al. [3] proposed design of comparison of 
finite word length effect of the Decimation In Time (DIT) and Deci-
mation In Frequency (DIF) algorithm, and simplifies the complex 
multiplication operation in the design of the FFT structure for more 
general case in which the FFT point is only power of two rather 
than four. The author Chao-Ming Chen et al.[7-2010] proposed 
design of a 128- to 1024-point partial pipelined/cached-FFT pro-
cessor for the OFDMA system which results in energy efficiency 
but it is bit complex and requires more area. The author WANG 
Xiu-fang et al. [8] proposed a variable point FFT processor using 
FPGA using 2-D Fourier transform to reduce the memory architec-
ture. However, it does not focus upon the power consumption 
issues. The author Ashish Raman et al. [9-2010] proposed design 
of a reconfigurable FFT design using Vedic multiplier with high 
speed and small area. It requires less area, delay than the con-
ventional FFT. But it is limited to 2- point and 4- point FFT. The 
author N Kirubanandasarathy et al.[10-2010] presented a pipe-
lined Fast Fourier Transform (FFT) / Inverse Fast Fourier Trans-
form (IFFT) processor for the applications in a MIMO OFDM 
based IEEE 802.11n WLAN baseband processor. Here, an at-
tempt is made to achieve high throughput, memory reduction, low 
power and complex multiplier reduction. But still requires large 
area, power consumption as compared to design proposed in 
paper [11]. The author Anand D Darji et al. [11-2010] proposed 
design of Balanced Binary Tree Decomposition (BBTD) based 
FFT/IFFT processor for WI-MAX (IEEE 802.16e standard) using 
VLSI. This proposed design requires very few multipliers com-
pared to conventional pipeline based design using Radix-2 Meth-
od. The author Chu Yu,Mao-Hsu Yen et al.[12-2011] designed a 
novel ROM-less and low-power pipeline 64-point FFT/IFFT pro-
cessor for OFDM applications also showed that it is low power & 
low cost design. The author Anuj Kumar Varshney et al. [13] pro-
posed design architecture of reconfigurable FFT using convention-
al multiplier and Vedic multiplier for achieving high performance of 
the Vedic reconfigurable FFT in wireless sensor network. It is 
shown that Vedic requires less power & delay as compared to 
conventional reconfigurable FFT. But it again limited to 2-point and 
4-point. M. Hasan [14] proposed design of Low Power Pipelined 
Architecture for a MC-CDMA receiver. He has implemented 64-
point FFT block based on low power pipelined radix-4 architecture 
in which coefficient ordering is applied to its second stage to fur-
ther bring down its power consumption. But, it uses simple com-
plex multipliers which consume most of the power. Qihui Zhang et 
al. [15] have implemented Low Area Pipelined FFT Processor for 
OFDM Based Systems. In that, he used memory based architec-
ture to implement radix - 2 DIF FFT processor. Although it is area 
efficient but it takes more power as compared to proposed design 
by Hasan [14]. From above survey, it is observed that lot of work 
has been going on the FFT processor. Some authors working on 
memory architecture to store twiddle factor, some doing work on 
programmable architecture and some focusing on pipelining. 
Based on this, next section takes you towards various FFT archi-
tectures. 
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FFT Design 
Due to the increasing demand of FFT processor in numerous 
applications, there has been tremendous growth in design of high 
performance FFT processor.  

 
Fig. 2- Radix-2 16 Point FFT Processor 

 
There are various structures for the implementation FFT 

processor. Some of them are listed here: 
a. Simple FFT Processor 
b. Reconfigurable FFT Processor 
c. Pipeline FFT Processor 
 
a. Simple FFT Processor 
It is based on divide and conquer approach. Here, large size FFT 
is divided into smaller sizes and at each stage input values are 
added, subtracted and subtracted values are multiplied with twid-
dle factor as shown fig 2. Though this method is very simple, fast 
but it requires large memory to store twiddle factor thus degrades 
the performance and also power consumption. 
 
b. Reconfigurable FFT Processor 
Next advance class of FFT processor is reconfigurable FFT pro-
cessor. There are huge applications of FFT processor. This appli-
cation requires different sizes of FFT. So, if we design specific 
processor for particular application, it does not allow reuse of com-
ponent and causes under optimization of hardware resources. The 
solution to this problem is to use reconfigurable FFT processor. It 
allows change of functionality as per users need or environmental 
condition without altering the entire hardware. Thus, this adds 
flexibility to the design. If we design single reconfigurable FFT 
processor, it can be used for various applications and this will 
reduce time to market. Fig.3 shows example reconfigurable FFT 
processor. Here we can go for either for 2-point or 4-point FFT 
with the help of switch. 

 
Fig.3- Concept of Reconfigurable Processor 

 
Fig. 4- Example of Pipeline FFT processor 

c. Pipeline FFT Processor: 
Communication is need of today’s world. Entire world is driven by 
communication in form of internet, mobile phones, fax etc. This 
Communication system requires real time and non-stop pro-
cessing of data. High data throughput is also an essential part of 
communication. Simple or reconfigurable FFT processor doesn’t 
achieve this thing. This scenario can be overcome with the help of 
another advance of FFT processor i.e. pipeline FFT processor. 
The pipeline FFT processor processes the data in sequential man-
ner so as to achieve high data throughput necessary for communi-
cation system. Pipeline FFT process one sample at each clock 
cycle. It also provides real and non stopping processing as the 
data sequence passing the processor. The fig 4. [16] shows one 
example of pipeline FFT processor. The control unit controls entire 
operation of the circuit it issues read & write signal to address 
generation unit (AGU) which generates 8 read and 8 write ad-
dresses, which determine the data access to outer memories. 
 
The DIF Butterfly Unit 
For FFT algorithm, the central component is the BU that calcu-
lates the sum and difference of two input data, and plays an ex-
tremely important role in computing the product of the difference 
and twiddle factors. 
 
The RAM Unit 
The RAM1 and RAM2 are made up of 8 32-bit registers respec-
tively. Data is always written to the outside memories from RAM2, 
and it is always read to RAM1 from the outside memories. 
 
FFT Bloc 
In butterfly operation, the input signal is multiplied with twiddle 
factor. This operation results in complex multiplication. Thus, the 
complex multiplication is major block of FFT processor. This com-
plex multiplication put the constraint on computational perfor-
mance of communication and DSP system. As, complex multipli-
cation dominate the execution time. Complex multiplication of two 
numbers requires 4 multiplier, 2 adders and 1 subtractor. This 
results in high power consumption, large area and poor perfor-
mance. Thus, there is need to design good multiplier which should 
be fast, occupies less area and consumes less power. This is 
feasible only if we reduce the number operation. In literature, we 
could get various multiplier structures. Few of them are enlisted in 
table 1. If we compare this various structures it is found that Wal-
lace tree multiplier is fast, consumes low power and high speed. 
 

Table 1- Various Multiplier Structures 

 
 
Conclusion  
The purpose of this paper has been to focus on the various works 
going in the field of FFT processor. Here, we have discussed 
about various FFT processor structures used for implementation 
of FFT. It is observed that the reconfigurable or pipelining FFTs 

Structure 
Parameters 

Array  
Multiplier 

BOOTH Multi-
plier (Radix-4) 

Wallace Tree 
Multiplier 

No. of Slices 229 96 69 
Delay (ns) 47 26.67 25.43 
Power (mW) 104 79 87 
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are designed. This design either requires less area or some of 
them are high speed but we are not able to achieve both. If we 
combine this two approach i.e. pipeline and reconfigurable we 
could achieve high speed and low power. But, there is also one 
problem. The main block in FFT processor is complex multiplica-
tion which consumes most of the power, area and speed. Though 
if we design reconfigurable pipeline FFT processor, multiplication 
operation always going to limit the computational performance of 
DSP system. So, the basic objective for any FFT processor is to 
design good multiplier consumes low power, occupies less are 
and high speed. Taking into consideration this aspect, various 
structures for multiplier implementation has listed. One has to take 
proper decision at proper level so as to achieve desired goal. 
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