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Abstract- Factor analysis, which is a regression based data mining technique, used to represent a set of observed variables 
in terms of common factors. This paper explores the key properties of three factor based techniques viz. principal component 
regression, generalized least square regression, and maximum likelihood method and study their predictive performance on 
theoretical as well as on experimental basis. The issues such as variance of estimators, normality of distributed variance of 
residuals, effect of multicollinearity, error of specification, and error of measurement are addressed while comparing their 
predictive ability.  
Keywords - Factor Analysis, Principal Component Analysis (PCA), Generalized Least Square Regression (GLS), Maximum 
Likelihood Regression (MLR), Data Mining 
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Introduction  
Factor analysis is set of techniques used to find out the 
underlying constructs which influence the responses on a 
number of measured variables. All the techniques are 
based on common factor model, represented in figure 1. 

 
Fig. 1-The Factor Model 

 
The factor model illustrates that each observed prediction 
(from measure 1 to measure 5) is influenced by the 
underlying latent variables/common factors (factor 1 and 
factor 2) and to some extent by underlying unique factors 
(A1 to A5). The common factors are latent variables which 
explain why a number of variables are correlated with 
each other- it is because they have one or more factors in 
common [1]. 
Factor analysis is essentially a one-sample method [2]. 
For example, we presume a sample X1, X2, Xn from a 
homogeneous population with mean vector   and 
covariance matrix . The factor analysis model 
represents each variable as a linear combination of 
underlying common factors f1, f2, . . . , fm, with an 
associated residual term to account for that part of the 

variable that is unique. For X1, X2, Xp in any observation 
vector X, the model is as follows: 

 
X1 − μ1 = λ11 f1 + λ12 f2 +· · ·+λ1m fm + ε1 
X2 − μ2 = λ21 f1 + λ22 f2 +· · ·+λ2m fm + ε2 
... 
Xp − μp = λp1 f1 + λp2 f2 +· · ·+λpm fm + εp. 

 
Preferably, m should be significantly smaller than p; or 
else we have not achieved a prudent explanation of the 
variables as functions of a few underlying factors [3]. The 
f’s in equations above as random variables that produce 
the X’s. The coefficients λij are called loadings and serve 
as weights. They show how every Xi independently 
depends on the f ’s. With suitable assumptions, λij 
indicates the significance of the jth factor fj to the ith 
variable Xi and can be used in interpretation of fj. We 
describe or interpret f2, for example, by examining its 
coefficients, λ12, λ22, λp2. The larger loadings relate f2 to 
the corresponding X’s. From these X’s, we infer a 
meaning or description of f2. After estimating the λij ’s, it is 
hoped they will partition the variables into groups 
corresponding to factors. At the very first it appears that 
the multiple linear regression and factor analysis are 
similar techniques but there are essential differences. For 
example, firstly f’s in above equations are unobserved, 
secondly equations above represents one observational 
vector, whereas multiple linear regression depicts all n 
observations. 
 
Principal Component Analysis 
Principal components analysis (PCA) seeks to explain the 
correlation structure of a set of predictor variables using a 
smaller set of linear combinations of these variables. 
These linear combinations are called components. The 
total variability of a data set produced by the complete set 
of m variables can often be accounted for primarily by a 
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smaller set of k linear combinations of these variables, 
which would mean that there is almost as much 
information in the k components as there is in the original 
m variables. PCA is heavily used for dimensionality 
reduction also where the analyst can replace the original 
m variables with the k<m components, so that the 
operational data set now consists of n records on k 
components rather than n records on m variables. 
 
Generalized Least Square 
Assume, y = X +u, a linear regression model, where y 
is a n X 1 vector of observations on a dependent variable, 
X is a n X k matrix of independent variables of full column 
rank,   is a k X 1 vector of parameters to be estimated, 
and u is a X 1 vector of residuals [4]. Here V satisfy the 
Gauss-Markov Theorem, if 
 
A1 E(u|X) = 0 (i.e., the residuals have conditional mean 
zero), and 
 
A2 E(uu’|X) =  2  , where   = In, is a  n X n 
identity matrix (i.e., conditional on the X, the residuals are 
independent and identically distributed or ‘‘iid’’ with 
conditional variance   2

), then the ordinary least 

squares (OLS) estimator 


OLS = (X’X)-1X’y with 

variance-covariance matrix V(


OLS) =  2
(X’X)-1  (1) 

satisfies best linear unbiased estimator (BLUE) properties 
of  ; (2) a consistent estimator of   (i.e., as n→∞ 1, 

Pr[|


OLS - | <  ] = 1, for any  > 0, or plim 


OLS= 

 ).  
If A2 fails to hold (i.e.,  ≠ In, where   is a positive 

definite matrix but not equal to In), then 


OLS remains 

unbiased, but no longer ‘‘best’’, and remains consistent. 

Relying on


OLS when A2 doesn’t hold risks faulty 

inferences; without A2, 


2(X’X)-1 is a biased and 

inconsistent estimator of V(


OLS), meaning that the 

estimated standard errors for 


OLS  are wrong, 

invalidating inferences and the results of hypothesis tests. 
Assumption A2 often fails to hold in practice: e.g., (1) 
when pooling across disparate units generates 
disturbances with different conditional variances 
(heteroskedasticity); (2) an analysis of time series data 
generates disturbances that are not conditionally 
independent (serially correlated disturbances). 

When A2 does not hold, it may be possible to implement 
a generalized least squares (GLS) estimator that is BLUE 
(at least asymptotically). For instance, if the researcher 
knows the exact form of the departure from A2 (i.e., the 

researcher knows  ) then the GLS estimator 


GLS = 

(X’ -1X)-1X’ -1y is BLUE, with variance-covariance 
matrix  2

(X’ -1X)-1. Note that when A2 holds,   = 

In and 


GLS=


OLS (i.e., OLS is a special case of the 
more general estimator)[5,6]. 
 
Maximum Likelihood Regression 
Maximum likelihood regression (MLR) is a method that 
finds the most likely value for the parameter based on the 
data set collected [7]. MLR is by far is the most popular 
method of parameter estimation and a vital tool for many 
statistical modeling techniques particularly in non-linear 
modeling and non-normal data.  
The theory of MLR states that the desired probability 
distribution be the one that makes the observed data most 
likely and that can be obtained by finding the value of the 
parameter vector that maximizes the likelihood function 
F(w). The resulting parameter which is found by searching 
the multidimensional parameter space is called as MLR 
estimate, denoted by FMLR=(F1,MLR,…………. FK,MLR). 
For computational convenience it is prescribed that MLR 
estimate is obtained by maximizing the log likelihood 
function ln F(w). Assuming the log likelihood function, ln 
F(w), is differentiable, if WMLR exists, and must satisfy the 
following likelihood equation. 

wi

wF


 )(ln =0 

At wi=wi,MLR for all i=1,….,k. The likelihood equation 
represents the necessary condition for the existence of an 
MLR estimate. The other condition that need to be 
satisfied to ensure that F(WMLR)is maximum and not a 
minimum. Formally the above discussion can be 
described as: 
If y1, y2,………..,yn is a random sample of size n from a 
discrete or continuous probability density function, fY (yi; 
θ), where θ is an unknown parameter then the likelihood 
function is written 

);()(
1

 yf i

n

i
Y

L 


  

Methodology 
To intra compare the three factor based techniques for 
their predictive performance we have chosen three unique 
datasets. The three datasets viz., marketing, bank, and 
Parkinson tele-monitoring datasets have been procured 
from [8], [9], and [10, 12] respectively. All the datasets 
included in this study are unique and are having many 
missing values. Missing values should be filled prior to 
using it for modeling. Missing values should be filled in 
such a manner to avoid biasness and keeping the 
patterns available in the dataset intact. They can be best 
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filled using regression based techniques but this requires 
many resources. So, in this paper we used filling missing 
values by the mean of that column. This is not a serious 
problem as the objective of this study is to compare the 
performance of factor based techniques not to evaluate 
the results after the deployment of the model. All the 
datasets have been preprocessed by taking natural log of 
all the instances or by taking normalization by z-score 
normalization just to make them linear. After standardizing 
three datasets, they are divided into two parts, taking 70% 
observations as the “training set” and the remaining 30% 
observations as the “test validation set” [11]. For each 
data set training set is used to build the model and 
various methods of that technique are employed.  The 
models build are then evaluated on the basis of ten model 
fitness criteria.  
 
Interpretation 
Table I, contains the experimental results of three factor 
based techniques. With reference to this table in 
marketing dataset, the value of R2 and Adj.R2, of 
maximum likelihood model was found with good 
explanatory power i.e., 0.589, which is higher than both 
PCR and GLS model. 
On the behalf of this explanatory power value we can say 
that among all methods of factor analysis, maximum 
likelihood model was found best method for data mining 
purpose, since almost 59% change in variation in 
dependent variable was explained by independent 
variables. But 0.589 value of explanatory power is 
although good yet requires another regression model than 
factor analysis model for reporting data set, since 0.41 
means 41% of the total variation was found unexplained. 
So, within factor analysis techniques maximum likelihood 
model was found best but not up-to the mark. Value of R2 

suggest for using another regression model. R2 can also 
be estimated through the following notations: 

R2=
TSS
ESS

 

 
TSS = Explained Sum Square(ESS)+ Residual Sum 
Square(RSS) 

 
The Adj. R2 is maximum again in maximum likelihood i.e. 
0.576, adjusted for inclusion of new explanatory variable 
less than R2. The 58% variation was captured due to 
regression, it explains the overall goodness of fit of the 
regression line to marketing dataset due to use of factor 
analysis. 
So, on the behalf of first order statistical test (R2), we can 
conclude that maximum likelihood model of factor 
analysis technique is better than multiple regression 
technique due to explanatory power. 
Mean Square Error (MSE) criteria is a combination of 
unbiased-ness and the minimum variance property. An 
estimator is a minimum MSE estimator if it has smallest 
MSE, defined as the expected value of the squared 
differences of the estimator around the true population 
parameter b. MSE( b̂ ) =E( b̂ -b)2 . It can be proved that it 
is equal to  

MSE( b̂ )’s =Var( b̂ )’s+bias2 ( b̂ ) 
The MSE criteria for unbiased-ness and minimum 
variance were found maximum in case of maximum 
likelihood model of factor analysis. It signifies that 
Maximum likelihood MSE is more than all other model’s 
MSE, which further means that under this model of factor 
analysis of marketing dataset there is more unbiased-
ness and more variance. 
The more variance also increases the probability of 
biased-ness and gives unexpected explanatory power like 
R2 in marketing dataset. 
The intra comparison of three techniques of factor 
analysis generated that in factor analysis models MSE is 
significantly different and contradictory which signifies that 
under factor analysis all b’s are biased but with large 
variance. Due to large variance in factor analysis 
techniques the probability value of unbiased-ness 
increases that generates a contradictory result about the 
explanatory power of the factor analysis methods. But 
factor analysis methods may have questionable values of 
MSE, due to this reason new measure of MSE that is 
RMSE (root mean square error) was used in the study. 
RMSE was found considerably similar in all the three 
techniques. Due to less variation in RMSE of three 
models of factor analysis of marketing dataset it can be 
stated that three techniques have equal weights for 
consideration. 
A common measure used to compare the prediction 
performance of different models is Mean Absolute Error 
(MAE).  
If Yp be the predicted dependent variable and Y be the 
actual dependent variable then the MAE can be computed 
by  

 

MAE=
Y

YY

n

p 1
 

In marketing dataset MAE was found less under PCR 
model, which is less than GLS and maximum likelihood 
model. MAE signifies that PCR model under factor 
analysis techniques give better prediction than other 
model. 
Under factor analysis marketing dataset MAE in all 
models was found considerably similar but higher than 
required, therefore we can say factor analysis models for 
such kind of datasets generate poor prediction 
performance. 
The diagnosis index of multi collinearity was found 
significantly below 100 under factor analysis methods in 
marketing dataset, which means there is no scope for 
high and severe multi collinearity. In case maximum 
likelihood of same dataset condition number was found 
lowest than PCR and GLS technique. This means 
maximum likelihood is better technique to diagnosis the 
effect of multi collinearity. But in marketing dataset all 
techniques were found with less multi collinearity in 
regressors than severe level of multi collinearity.  
The F value in case of marketing dataset was found more 
in case of GLS than rest of  techniques, which signifies 
that overall regression model is significantly estimated but 
GLS model of factor analysis technique was found high F 
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corresponding to its dF which means overall significance 
of the regression model was up-to the mark in case of 
GLS method.  
A Scree plot, which is a simple line segment plot that 
shows the fraction of total variance in the data as 
explained or represented by principal components. The 
principal components are ordered, and by definition are 
therefore assigned a number label by decreasing order of 
contribution to total variance. The principal component 
with the largest fraction contribution is labeled with the 
label name from the preference file. Such a plot when 
read left to right across the abscissa can often show a 
clear separation in the fraction of total variation where the 
most important components cease and least. 
In marketing dataset of the study scree plot shows that 
number of principal componets should be six since the 
critical eigen value of components is one here and 
beyond six  components eigen value would be less than 
one which signifies that components after this eigen value 
have less fraction in the total variation (see figure 2). 

 
Fig. 2-Scree plot of PCR on marketing dataset 

 

 
Fig. 3-Scree plot of Maximum Liklihood on marketing 

dataset 
Under maximum likelihood model of factor analysis on 
marketing dataset, scree plot was found to suggest five 
number of components for getting fraction in total 
variation (figure 3).  
In GLS method of factor analysis for marketing dataset 
scree plot prescribed number of components are five 
which is similar to maximum likelihood method of factor 
analysis (figure 4). 
All the three techniques of factor analysis models on bank 
dataset generated higher value of both R2 and adjusted 
R2, which signifies that the explanatory power of factor 

analysis in case of bank dataset is more as compared to 
marketing dataset.  
The MSE criteria for unbiasness and minimum variance 
for all parameters is found increasing under factor 
analysis, but all models of factor analysis are found with 
low unbiasness and variance. It means all the technique 
parameters are significant. 

 
Fig. 4-Scree plot of GLS on marketing dataset 

 
The RMSE is also very similar to marketing dataset. It is 
satisfactory and up-to the mark in all the three techniques. 
 The prediction power of the regression model is also 
found good fit in all factor analysis models. Modified 
coefficient of efficiency was found low in case of factor 
analysis model in case of bank dataset, since this dataset 
does not satisfy the center limit theorem due to constant 
number of variables.  
In case bank dataset the diagnosis index of multi-
collinearity was found almost similar in all the three 
techniques of factor analysis, which signifies that three 
techniques are equally powerful to identify multi-
collinearity problem. 
For the bank dataset scree plot of PCR suggested that 
number of principal components should be thirteen for 
thirty three variables (figure 5).  

 
Fig, 5-Scree plot of PCR on bank dataset 

 
Under GLS and maximum likelihood method again scree 
plot was found to suggest that number of components 
should be thirteen for thirty three variables (figure 6 to 10). 
On the basis of this we can say that all method of factor 
analysis are similar capability to extract variation out of 
total variation. The impact of residual/random error has 
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been minimized which further supports the BLUE 
properties of regression modeling.  

 
Fig. 6-Scree plot of Maximum Liklihood on bank dataset 

 
Fig. 7-Scree plot of GLS on bank dataset 

In GLS model of factor analysis R2 and Adj. R2 was found 
to have around 67% and 56% respectively, which is 
considerably sufficient for satisfactory explanatory power 
of the model. This is due to no intrapolation. 
The MSE value is low in all the three models of factor 
analysis but it is lowest in case of GLS which signifies that 
GLS technique is better technique for the extraction of 
structural parameters with unbiasness and low variance.  
RMSE value also shows similar pattern in all the three 
models as MSE, which signifies same consideration for 
unbiasness and variance.  
The prediction power (MAE) of GLS model of factor 
analysis was found maximum and considerably higher 
than PCR and maximum likelihood.  
The modified coefficient of efficiency for getting efficiency 
in the model was found maximum in case of GLS due to 
successful implementation of center limit theorem. 
The multi-collinearity extraction index was found more or 
less similar in all the three models of factor analysis, 
which signifies that all are similar as far as diagnosing 
multi-collinearity is concerned.  
The significance of overall model was found highest in 
case of GLS, which signifies that overall regression model 
is better estimated in this model. 
Parkinson dataset’s PCR and maximum likelihood 
method, scree plot were found to suggest that number of 
principal components should be four but GLS method was 
found to suggest five components for regression 
modeling. 
For the appropriate regression modeling under factor 
analysis scree plot plays an important role by supporting 
the assumption of BLUE. The fraction of variation 

explained out of total variation can be judged through 
number of components and which further can be decided 
by scree plot. 

 
Fig. 8-Scree plot of PCR on Parkinson dataset 

 

 
Fig.9-Scree plot of Maximum Liklihood on Parkinson 

dataset 

 
Fig. 10-Scree plot of GLS on Parkinson dataset 

 
So, on the basis of above explanation we can say that 
scree plot of eigen values and component number is a 
bench mark contribution for up-to the mark regression 
modeling(regression modeling with desirable properties of 
its coefficients and satisfaction of usual assumption). 
 
Conclusion 
There are various linear techniques to extract the 
structural parameters of the regression model and factor 
analysis is also one of them which comprises of three 
major techniques i.e. principal component regression, 
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GLS (Generalized Least Square) and maximum likelihood 
method. 
These methods or techniques yield good or desirable 
estimates of parameters if and only if when they are fitted 
to the unique datasets (which are randomly selected). 
These techniques entail the linearity in parameters and 
linearity in variables. In our s tudy of three datasets there 
is linearity in parameters of regression model fitted for 
randomly selected data sets not in the variables but at 
least one condition of linearity has been satisfied in this 
regard. 
With the linearity of parameters of regression model fitted 
under factor analysis techniques for study, the 
assumption of least variance of regression model should 
be satisfied. Out of the three techniques of factor analysis 
PCR technique is considered as best for least variance 
and with low effect of multi-collinearity. For large datasets 
PCR has been found to support results in accordance to 
theoretical ground in contrast to maximum likelihood 
which is found to support small datasets like marketing. 
Theoretically GLS and maximum likelihood techniques of 
factor analysis are considered to have unbiased ness but 
with large variances. In our study of three datasets these 
two also have performed well to satisfy Gauss Markov 
Theorem (least variance property) than PCR. 
In all linear techniques factor analysis techniques 
performed well with least variance of residual and least 
variance of estimators but this performance differs from 
one dataset to another dataset.  
The ranking of the techniques on the basis of theoretical 
and studied datasets can be generalized in the table II. 
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