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Introduction 

In a Multi-Document Summarizer opposite of a single document 
summarizer there exist a great need to distinguish of similar sen-
tences & texts in order to achieving the anti-redundancy factor that 
is one of the most important factors in Multi-Document Summariza-
tion [1-4]. For obtaining this goal many different efforts has been 
done that one of them is discussed in this paper. At this discussion 
a fuzzy approach used in order to distinguishing similarity of two 
sentences via their concept. This effort is done for Persian lan-
guage and is based on concept and meaning of words, expres-
sions, noun phrases and verb phrases in Persian language [5,6]. 
For this job we should distinguish word and noun and verb phrases 
from a Persian text that is done by a grammar, tokenizer and parser 
[7]. After finding words and nouns and verb phrases by tokenizer 
and syntactic parser the lemma of words and verbs is created by 
lemmatizer [5,7-12]. Then for determining the meaning of the words 
we need to a special knowledge base. This knowledge base is cre-
ated by a fuzzy relation. All words that can be substituted with their 
synonyms based on a paradigmatic relation, create a fuzzy similari-
ty relation [13,14] and this relation creates our knowledge base. 
Then creating a fuzzy relation for any sentence in the text makes 
system capable of determining similarity between sentences via 
fuzzy relations composition. With compositing a relation of a sen-
tence by our knowledge base we can conclude a new relation that 
tell us in a sentence which words from knowledgebase exist and 
which words can be substituted with their synonyms. We do this job 
for all sentences in the text and obtain a fuzzy relation for each 
sentence then select a pair of these relations and create a fuzzy 
proximity relation for them and then we can determine the similarity 
between those [15,16]. Repeating this job for all pairs of sentence 

relations results clustering sentences based on their meanings. 

Clustering sentences is done by α-cut rule [17,18]. 

Text Tokenizing and Syntax Parsing 

For obtaining words as a noun, verb, noun phrase or verb phrase 
that can extract it’s meaning from corpus we need first distinguish 
it’s part of speech via a tokenizer and a syntactic parser based on 
Persian language grammar. For reaching this goal we need a suita-
ble grammar. As we know a natural language grammar is unrestrict-
ed and this matter makes trouble for parsing because of ambiguity 
and making several parse tree for a sentence. For avoiding this 
problem a method is selected that converts a natural language 
grammar to a context free grammar and is not ambiguous, named 
two level grammar which contains some meta variables with initial-
izing them we can obtain a context free grammar based on the 
value of those meta variables and then this grammar can be parsed 
much more easier [19]. Of course for this job we need a bulk of 
rules that initialize the value of these meta-variables and this re-

striction makes us unable to cover wide area of a language. 

Lemmatizing and Stemming 

Lemmatization is a function that eliminates the overhead of any 
word and extracts root or lemma of it. If the root of a word is ob-
tained then finding the meaning of that word becomes much more 
convenient [12]. Persian’s and Arabic’s words have four overhead 

types that includes [9]: 

A. Enclitics- objective connected pronouns like BICHAREAM that 

the lemma is BICHARE (means poor) [6]. 

B. Suffixes- plural sign or relative adjective signs like BARG HA 

that BARG is the lemma of it or IRANI that its lemma is IRAN. 
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C. Proclitics- like AL in Arabic words. 

D. Prefixes- that can be noun, adjective or pronouns like 

HAMANDISHI that its lemma is ANDISHE. 

Stemming is concerned with finding the word stem of a given word 

by removing suffixes from it according to a set of rules [20]. Some 

of these algorithms used a n-gram based tokenization and this tech-

nique solves the problem of rich agglutinative morphology and com-

pounding [10,11]. 

Knowledge Base Creation for Synonym Words 

As we said before the knowledge base for the synonym words is a 

fuzzy relation.  

Our universal set is W that is set of all words in the text. These 
words can be noun, adjective, verb or any phrasal expression those 
are used in our Persian text. Now we want to obtain words that can 
be substituted with each other in sentences [5] and for reaching this 
we need a fuzzy relation between set W and itself [14]. We name 

this relation     the first letter of the word Paradigmatic. 

 

 

  are the words in Persian language and W is their set.    is 
the paradigmatic relation between these words that is also a fuzzy 

relation. It’s membership function is as below: 

  

The value of this function is between zero and one based on how 
much the words      and       are near to each other. Let’s make an 
example. Assume that we have three words in a language means            
     and each of these words are related with another via a 
membership function and this value express semantic similarity 
between two words and should be determined by a literature spe-

cialist. [Table-1] presents above example for explaining this relation.  

Table 1- Fuzzy Relation       for W = {gloves, mittens, gardening 
gloves} 

Distinguishing of Sentences Similarity Relation 

At first a fuzzy relation for any sentence should be created. This 
relation likes a vector that have n components and n= | w |. It 
means this fuzzy relation relates a sentence with all the words in 
our knowledgebase. If a word exists in a sentence it’s membership 
function value is 1 and if it doesn’t exist the value is 0. Now we 
should determine which words in the knowledgebase can be substi-
tuted with the word in a sentence. For reaching this goal we can 
compose this sentence relation with the relation that shows our 
knowledgebase, so any words that could be substituted with it’s 
synonym in the sentence it’s membership value is between zero to 
one. This composition is a fuzzy max-min composition between the 
sentence relation and the knowledgebase relation named   de-
scribed in previous section. At this point we have a fuzzy relation for 
any sentence that shows which words or their synonyms exist in it. 
Now for determining similarity between these sentences we use a 
fuzzy proximity relation between the fuzzy relation of the sentences. 

The name of this relation is fuzzy tolerance relation [15]. This rela-
tion must be reflexive and symmetric and if transitive property adds 
to it, it will be a similarity relation. We define this relation as follows 

[16]: 

If we have a relation between two sets          
and fuzzy relation     is a set or subset of X’s that relates with yi                                        
and        is a set or subset of Y’s that relates with yj then the similari-

ty between    and       is defined as: 

  

 

as you see if    is a fuzzy set then according to definition,     is 

cardinality of fuzzy set      and it’s value is obtaining as follows 

[13,14]:  

 

 

and here S is the cardinality of intersection of        and       divide by 

minimum of cardinality of one of      or       .  The S relation defined 

above is a proximity relation because it is reflexive and symmetric 

so we can use it for distinguishing the similarity of sentences. We 

can use from α-cut for clustering of sentences those are similar to 

each other. This is reached via a fuzzy similarity relation like S ≥ Sα 

based on a suitable α-cut and this is a very good progress in a multi

-document summarizing system. 

Results 

This system is tested by a text with 58 sentences that contains 15 
clusters of the same meaning sentences based on distinguishing of 
a human specialist. Each cluster have some sentences that have 
the same meaning and number of these sentences and their normal 
weights mentions in the table below. System initializes Sα = 0.7 and 
after running on this sample makes 22 clusters of the same mean-
ing sentences based on the knowledgebase that contains 946 
words and synonyms. The error rate of the system shows in the 

[Table-2]. 

Table 2- Results of performing system run on a text with 58 sen-

tences 
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Text Clusters Based 
on Human Specialist 
Detection 

Number of 
Sentences 
Per Cluster 

Normal 
Weight Of a 

Cluster 

Number of Sentences 
per Cluster made By 

system 

Error rate 
Per 

Cluster 

C1 9 0.9*1/15 7 22.20% 

C2 6 0.6*1/15 6 0% 

C3 10 1.0*1/15 5 50% 

C4 4 0.4*1/15 4 0% 

C5 3 0.3*1/15 2 33.30% 

C6 8 0.8*1/15 8 0% 

C7 9 0.9*1/15 7 22.20% 

C8 1 0.1*1/15 2 50% 

C9 1 0.1*1/15 1 0% 

C10 1 0.1*1/15 1 0% 

C11 2 0.2*1/15 2 0% 

C12 1 0.1*1/15 2 50% 

C13 1 0.1*1/15 2 50% 

C14 1 0.1*1/15 1 0% 

C15 1 0.1*1/15 1 0% 
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So if we calculate the average of error rate based on cluster 

weights as below: 

1/15*[22.2*0.9+50*1+33.3*0.3+22.2*0.9+50*0.1+50*0.1+50*0.1] = 

7.66 

We will reach to 7.66% error. This means that system works at rate 

of 92.34% correctly on this sample. 

Discussion 
In this approach we found that text can be segmented via a fuzzy 
proximity relation. The point that is obtained from this research is if 
the α value in Sα is increased and get near to one then the system 
error will decrease. But we set Sα to 0.7 because in creating 
knowledgebase we had error in determining fuzzy membership 
between words and phrases that increase the error so with setting 

Sα = 0.7 we are trying to delete the effect of that error. 

Conclusion 

This manner prepares a solution for detecting the same meaning 
sentences based on paradigmatic relation. It means that if a word 
substitutes with it’s synonym in a sentence, this manner can help 
distinguishing the similarity and preparing the ability of selecting 
one of them for inserting in summary in order to avoiding redundan-

cy in it. 
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