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Abstract- In this paper a comparison of two consensus clustering methods is performed. The two methods studied in this paper are strong 
pattern method and bipartite graph method. The data is a graph on twenty vertices of densities of 20%, 40%, 70% and 90%, where each of 
them is a connected graph. For each input graph corresponding to a density value, we generated three similarity matrices namely, clustering 
coefficient based method, neighborhood based method and edge-betweeness based method (or shortest path method). Each similarity matrix 
is used to obtain the base clusters using CLUTO software. The methods used to obtain base clusters are, repeated bisection, direct K-way 
partitioning, agglomerative hierarchical algorithm and graph K-way partitioning. For each similarity matrix and for each partitioning method, 
partitions are generated in the range 9 to 11. These partitions are used to generate two consensus clusters by the two methods stated above. 
For each consensus cluster, we calculated accuracy and diversity using adjusted rand index. Our experimental study indicates that strong 
pattern based method of consensus clustering has higher accuracy. When compared with other three base algorithms, the highest accuracy 
value is observed for 20% density, for edge-betweeness similarity matrix, with base cluster obtained by graph K-way partitioning. 
Keywords - Clustering, Consensus cluster, Accuracy, Diversity, Graph data, Graph density. 
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Intoduction 
Clustering is an important issue in the exploration of data. There 
are wide areas of applications of clustering such as data mining, 
VLSI design and gene analysis. Clustering consists of discovering 
natural groups of similar elements in data sets. The various meth-
ods of graph clustering used in this paper are repeated bisection, 
direct K-way partitioning, agglomerative hierarchical clustering, and 
graph K-way partitioning.  Diversity measure are used as a param-
eter to determine best consensus cluster. To summarize, the main 
contributions of this paper include the following; (1) used three 
topological distance matrices (2) four base clustering methods 
used in CLUTO software to generate base clusters. (3) two con-
sensus clustering algorithms to find consensus clusters  (4) used 
diversity measure as parameter for determining accuracy. (5) input 
graphs of varying densities have been generated for experimental 
study.  

 
Related Work 
Three graph clustering methods namely Markov clustering, itera-
tive conductance cutting, and geometric MST clustering are pre-
sented in [7]. They have conducted experimental study, to study 
the performance of these algorithms. For a survey on graph clus-
tering refer to [8]. To generate base clusters from all the four meth-
ods, we use CLUTO software. The problem of designing a consen-
sus cluster using bipartite graph partitions is studied in [9]. A bipar-
tite graph is constructed from a given cluster ensemble; this bipar-
tite graph is partitioned; the resulting partition is the consensus 
cluster. The methods of determining consensus cluster using span-
ning tree and strong patterns is studied in [10]. They have deter-
mined which distance matrix performs well for the given set of par-
titions. Three techniques to determine cluster ensembles of 
weighted clusters have been developed in [11]. 
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Algorithm 
The general framework of our approach is given below. 
a. Input is a graph G= (V, E), where V is set of vertices and E is 

set of edges of G. 
b. Density of graph is obtained (from sparse to dense graph i.e 

20%, 40%, 70%, 90%). 
c. For each density, calculate the similarity matrix.  
d. Each similarity matrix is applied to each base algorithm.  
e. Each base algorithm partitions are generated. 
f. For the partitions obtained from each of the base algorithm, 

consensus clusters are obtained.  
g. Diversity measure is calculated by comparing individual cluster-

ing results with each consensus result. 
 
Similarity Matrix 
The similarity matrices are generated by calculating the similarity 
between two vertices. Methods to determine similarity between two 
vertices are explained below.   
a. Clustering Coefficient based method. 
b. Neighborhood based method.  
c. Edge Betweenness-based  
The three metrics capture different properties of the topology of the 
graph. The partitions from the three metrics are considered sepa-
rately. 
 
Base Algorithms 
Base Graph clustering algorithms are used to obtain the base clus-
ters. Here we use four methods for clustering. We have used the 
implementation available from CLUTO, which is a clustering pack-
age. Each of these algorithms takes an input similarity matrix and 
outputs partitions. 
a. Repeated bisection (rbr) 
b. Direct k - way partitioning (direct)  
c. Agglomerative Hierarchical Algorithm (agglo)  
d. Graph k-ways partitioning (graph)  
        
Consensus Clustering Methods 
In this section we are describing the consensus clustering methods 
used in this paper. 
Strong pattern graph 
Given K partitions of dataset E, a strong pattern is a maximal sub-
set of elements of E that are clustered together in all of the K parti-
tions. 
Bipartite Graph. 
Different clusters with instances are considered. 
 
Experimental Study 
We have tested the implementation on a Intel Core 2 Duo 1.86GHz 
machine. The memory capacity is 1 GB 533 MHz DDR2RAM. The 
operating system used is Windows 2003. The other programming 
language used is PHP and database used is MySQL. The online 
software used is CLUTO. 
A graph of 20 points is considered for this experiment. Connected 
graphs are generated based on density D defined as, 
   D=2.m / (n(n-1))         (6) 
Where m is the number of edges and n is the number of vertices in 
the graph. Graph with various densities i.e 20%, 40%, 70%, 90% 

are generated. The final partition obtained by the consensus algo-
rithm is evaluated for the accuracy [13]. The results obtained are 
shown for 20% Dense Graph, Clustering Coefficient method. 

 
Table-1 -  20% Dense Graph, Clustering Coefficient Method 

 
 
 
 

 
Conclusion 
We find that from experimental study that graph k-way partitions 
method gives more accuracy. The change in density does not af-
fect this conclusion. It is found from this experiment, when the 
graph is 20% dense, using edge-betweenness similarity matrix, 
maximum accuracy is obtained for graph base algorithm. In future, 
we would like to perform experiments on real life data sets. We 
also intend to study the different consensus clustering algorithms. 
We plan to study different quality measures for consensus cluster-
ing methods. 
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0.64 0.49 0.64 0.71 
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