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Abstract- Fast Handover for Hierarchical Mobile IPv6 (F-HMIPv6) [4] tends to provide fast handover scheme in Hierarchical mobile IPv6 
which reduces the handoff latency and signaling overload. It involves the pre-configuration of the new care-of address used at the new 
access router by the mobile node at the old access router during the handoff and the early binding update at the mobility anchor point by 
the mobile node. This method have an uncertainty that when to shift data traffic from mobility anchor point to the new access router (when 
mobile node moves from old access router to new access router), which results in packet loss. In this paper, we have proposed an ap-
proach to minimize the packet loss during handoff procedure in F-HMIPv6. Here the mobility anchor point bi-casts incoming data traffic to 
both the access routers (old and new) during handoff so that, the mobile node is able to receive packets during handoff and the uncertainty 
can be removed. We simulate the performance using network simulator (NS-2) and we analyze the performance of our proposed approach 
by comparing it with F-HMIPv6. The results show that our proposed approach improves the performance of F-HMIPv6 by reducing the 

packet loss and TCP end-to-end delay. 
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Introduction 

We know that every host in the internet is having a fixed IP address 
via which it communicates through the internet. Mobility of host 
would abrupt its communication or it may be disconnected. The 
solution to this problem is proposed in Mobile IPv6 [10]. Mobile 
IPv6 provides mobility support for IPv6. In Mobile IPv6, each mo-
bile node is identified by two IP addresses: its home address and 
its care-of address (CoA) [11]. When MN arrives to a foreign net-
work, it must acquire a new CoA, which is used during the time that 
the MN is under this location in the visited network. The MN has to 
send a binding update message to its home agent informing it 
about its current CoA whenever it moves to a new point of attach-
ment or foreign network. The home agent then form a binding 
cache containing the mapping of the home address of MN to the 
current CoA and then tunnels[9] the data to the MN's current CoA. 
This binding update massage constitute a considerable amount of 
signaling latency i.e. amount of time spent to register CoA at the 
home agent, which in turn constitutes the handoff latency. The 
signaling latency of MIPv6 can be improved by protocols such as 
HMIPv6 (Hierarchical Mobile IP) [3], designed for IPv6, introduces 
a hierarchical structure of MAP's (Mobility Anchor Points). The 
handoff latency of MIPv6 can be improved by introducing Fast 

Handovers for Mobile IPv6 [1]. Further these two approaches can 
be combined which involves the hierarchy of mobility anchor point 
(MAP) with the fast handover scheme proposed as Fast Handover 
for Hierarchical Mobile IPv6 (F-HMIPv6) [4]. We propose a method 
here which improves the performance of F-HMIPv6 by reducing the 

packet loss and TCP end-to-end delay.  

Related Work 

The HMIPv6 [3] was developed to reduce the signaling overhead 
and delay concerned with Binding Update (BU) in Mobile IPv6. In 
HMIPv6, when a MN moves within a MAP region, the MN only 
sends a local BU to the local MAP, rather than the Home Agent 
(HA) and Correspondent Node (CN), as done in Mobile IPv6. If the 
distance from the MN to HA/CN is long, this local BU will consider-
ably reduce the time required for the binding update. If we want to 
support the fast handover scheme in HMIPv6 network, the simplest 
approach will be to apply the FMIPv6 to the HMIPv6 in the straight-
forward way. We describe how to use FMIPv6 over HMIPv6 net-
works so as to provide better handover performance during hando-
ver [8]. At a glance, it may be straightforward to simply integrate 
the FMIPv6 scheme with HMIPv6. However, such simple integra-
tion may induce unnecessary processing overhead for re-tunneling 
at the old Access Router (oAR) and also inefficient usage of net-
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work bandwidth. The main reason for this is that the operation of 
HMIPv6 mainly depends on the functionality of a MAP, while the 

major functionalities of FMIPv6 are located in Access Routers (AR). 

Now we describe here the generic F-HMIPv6 operations. It is as-
sumed that the handover anticipation is supported with appropriate 
layer 2 triggers; and that the MNs as well as ARs are aware of the 
F-HMIPv6 scheme. The F-HMIPv6 procedures described here are 
based on the assumption that the MAP already has the information 
necessary for handover support about the ARs located in the 
HMIPv6 domain. This information should include the link-layer 
address (or identifier) and network prefix of each AR.  We consider 
mobile-Initiated Handover here, as our proposed approach is 
based on mobile initiated handover case. [Fig-1] illustrates the 
generic procedures for F-HMIPv6 operations for Mobile initiated 
Handover. The detailed description for the control flows are given 

below: 

1. Based on Layer 2 handover anticipation, the MN sends proxy 
router solicitation (RtSolPr) message to oAR. The RtSolPr will 
include information about the link layer address or identifier of 

the concerned nAR.  

2. In response to the RtSolPr message, the oAR sends the proxy 
router advertisement (PrRtAdv) message to the MN, which 
contains information about new LCoA for the MN to use in the 

nAR region. 

3. The oAR sends Handover Initiate (HI) message to nAR inform-

ing the LCoA selected by MN at the nAR. 

4. nAR will send Handover Acknowledgement (HAck) message to 

oAR in response to HI message. 

5. The MN sends Fast Binding Update (FBU) message to MAP. 
The FBU message contains old LCoA and IP address of the 

nAR. 

6. After receiving the FBU message from MN, the MAP will tunnel 
data packets to the nAR. The nAR may cache those data pack-
ets flowing from the MAP, until it receives the Fast Neighbour 

Advertisement (F-NA) message from the newly incoming MN. 

7. The MAP sends Fast Binding ACK (FBACK) messages toward 
the MN over old LCoA and new LCoA. Then, the MAP will 
begin to forward the data packets destined to MN to the nAR 

by using the established tunnel. 

8. The MN sends F-NA messages to nAR, when it detects that it 
is moved in the link layer. Then, the nAR delivers the buffered 

data packets to the MN. 

9. The MN then follows the normal HMIPv6 operations by sending 
a Local Binding Update (LBU) to MAP, as per HMIPv6. When 
the MAP receives the new LBU with new on-link CoA from the 
MN, it will stop the packet forwarding to nAR and then clear the 

tunnel established for fast handover. 

The Proposed Scheme 

Modification in F-HMIPv6 

As with the F-HMIPv6, the MAP forwards the packets to the nAR 
when it receives the F-BU message from MN. But the exact time at 

which the MAP forwards packets to nAR cannot be known or un-
deterministic due to link layer handover i.e. when MN will discon-
nect from oAR and connect to nAR. Forwarding too late or too early 
will cause packet loss. To remove this uncertainty we replicate the 
packets to both the access routers from the MAP, this will minimize 
the packet loss. When nAR first receives the HI message from oAR 
it will send a JOIN message to the MAP. On receiving JOIN mes-
sage the MAP will make a tunnel to the nAR. The MAP will now 
replicate or make copies of the incoming packets destined to MN 

and tunnels the packets to oAR and nAR, where the MN moves.  

Fig. 1- Message sequence in F-HMIPv6 for Mobile-Initiated Hand 

ver 

Message Exchanged in Proposed Scheme 

The message exchanged in proposed scheme is shown in [Fig-2]. 

The message sequence in proposed scheme is explained below:  

1. Based on L2 handover anticipation, the MN sends RtSolPr 
message to oAR. The RtSolPr will include information about 

the link layer address or identifier of the concerned nAR. 

2. In response to the RtSolPr message, the oAR sends the PrR-
tAdv message to MN, which contains information about new 

LCoA (on-link CoA) for the MN to use at the nAR region. 

3. The oAR sends Handover Initiate (HI) message to nAR inform-

ing the LCoA selected by MN at the nAR. 

4. In response to HI message, nAR will send a JOIN message to 
the MAP and participate in tunnel between MAP and nAR and 

send a Handover Acknowledgement (HAck) message to oAR. 

5. On receiving JOIN message from nAR the MAP starts replicat-

ing the packets and tunnels them to oAR and nAR. 

6. MN sends F-NA messages to nAR, when it detects that it has 

moved to nAR's domain (completed Layer 2 handover). 

7. On receiving F-NA message nAR will send UNJOIN message 
to MAP indicating that the MN is moved to nAR and MAP will 

now stop replicating the packets and tunnels them to nAR. 

Simulation Results and Analysis 

The NS-2 (Network Simulator version 2) [2] is used for simulation 
and analysis of the proposed approach. [Fig-3] illustrates the net-
work topology used for the simulation experiment. This topology 
reflects that where the MN is situated in Foreign Network and con-
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nected to a distant home network. Both Corresponding Node (CN) 
and the Home Agent (HA) are connected to an intermediate router 
(N1) with 2 milliseconds (ms) delay, 100 Megabits/s (M/s) links. 
The link between N1 and the MAP is a 100M/s link with 50ms de-
lay. The MAP is connected to 2 intermediate routers (N1, N2) with 
2ms delay, 10M/s links. All intermediate routers in local networks 
are connected with the access routers AR1 and AR2 with 2ms 
delay, 1M/s links. All links use the RED (Random Early Detection) 
queue, except links from the intermediate nodes to the AR's which 
are Droptail (FIFO) queues. RED queues simply mark the delayed 
packets while FIFO queue discards the delayed packets. The simu-
lation parameters used to create simulation environment is listed in 

[Table-1]. 

Fig. 2- Message sequence in Proposed Scheme 

Fig. 3- Simulation Topology 

Table 1- Simulation Parameters 

Comparison Over FTP Traffic 

An ns TCP source agent is attached to the CN and an ns TCP sink 
agent is attached at the MN. An application (FTP) is attached on 
the established TCP link that transfers packets from the CN to the 
MN, 10 seconds after the start of the simulation. The total duration 

for the simulation is 80 seconds. For proposed scheme simulation, 
AR2 sends the JOIN message to MAP on receiving the Handover 
Initiate (HI) message from the AR1. The MAP then replicate the 
packets coming from the CN to AR1 and AR2 until the AR2 will 
send the UNJOIN message. [Fig-4] shows the sequence number 
for TCP data packets received by MN for the F-HMIPv6 case. 
There is handoff around 40.5 secs in simulation. This is due to that 
MN enters into new base stations range. MN starts receiving the 
beacon of new base station and executes handoff. During this 
handoff period MN was unable to receive packets. When MN en-
ters to new AR's range the MN would receive packets. Once the 
MN connects to the new AR, it is able to receive out of sequence 
packets and sends acknowledgement containing expected se-

quence number as shown in [Fig-5].  

Fig. 4-Sequence number for TCP data in F-HMIPv6 

Fig. 5- Sequence number for TCP Acknowledgement in F-HMIPv6 

Then TCP enters into retransmission mode, and starts slow start 
congestion control algorithm. The handoff delay in this case is 437 
msec. [Fig-6] shows the sequence number for TCP data packets 
received by MN for the Proposed Scheme. There is handoff around 
40.5 secs in simulation. The MAP starts replicating the incoming 
packets to both the old and new AR's, so that MN would continu-
ously receive out of sequence packets during handoff. So, the total 
number of packets received by MN is more in proposed scheme. In 
proposed scheme, during handoff still MN is able to receive the out 
of sequence packets from both the access routers and sends 
acknowledgement containing expected sequence number as 
shown in [Fig-7]. Here at certain times during handoff more than 
two acknowledgements are sent by MN for the received packets. 
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Parameters Values 

Traffic FTP/CBR 

Data rate 448Kbps 

Packet size 512 Bytes 

Radio Propagation Model Two-ray ground 

Mobility Model Random way point 

Simulation Time 80 sec 
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When a duplicate ACK is received at CN, it does not know if it is 
because a TCP packet was lost or simply that a packet was de-
layed and received out of order at the receiver. When more than 
two acknowledgements are received, it informs the TCP to not go 
into slow start mode and start a Fast Retransmit and Fast Recov-
ery method. So in our scheme there is less packet loss than the F-
HMIPv6. [Table-2] shows the amount of packet loss and average 
end to end delay for the TCP traffic for 80 seconds simulation time. 
There is 0.40% packet loss in the F-HMIPv6 method which is 
0.14% in our scheme. So we say that we reduced the packet loss 
to 0.26% less than FHMIPv6. Also the Average End-to-End delay 
in FHMIPv6 it is 148.09 milliseconds where as in our approach it is 
144.28 milliseconds. Here we reduced the Average End-to-End 

delay too.  

Fig. 6- Sequence number for TCP data in Proposed Scheme  

Fig. 7- Sequence number for TCP Acknowledgement in Proposed 

Scheme 

Table 2- Comparision of F-HMIPv6 and Proposed Scheme Over 

FTP Traffic  

Comparison over CBR Traffic 

We also simulated our topology for CBR traffic; we setup a CBR 
Agent at the CN. [Fig-8] shows the Packet loss over different data 
rates. We measured the Packet Loss in both the approaches at 
different data rates ranging from 32Kb/s to 1024Kb/s. At data rates 
32Kb/s, 64Kb/s, 128Kb/s and 256Kb/s the packet loss is same in 

both the approaches. But at data rate 512 Kb/s the packet loss is 
15.76% in FHMIPv6, but it is 14.31% in proposed approach, and 
also at 1024 Kb/s the packet loss is 67.22% in F-HMIPv6, but it is 
63.96% in proposed approach. So our approach gives lower packet 
loss than F-HMIPv6. Also we tested our approach at different MN's 
speed keeping the data rate constant at 448kb/s. [Fig-9] shows the 
results at 20, 40, 60, 80 and 100m/s MN's speed. We have a com-
parable results and lower packet loss than F-HMIPv6. Thus we 
have proposed a modification in F-HMIPv6 which in turn improves 

the performance of F-HMIPv6.  

Fig. 8- Comparison of Packet loss at different data rates  

Fig. 9- Comparison of Packet loss at different MN’s speed  

Conclusion 

The F-HMIPv6 provides fast handoff mechanism which minimizes 
the handoff latency but having uncertainty during handoff when 
MAP will shift data traffic from oAR to nAR. Our proposed scheme 
tends to modify the existing Fast Handovers in Hierarchical Mobile 
IPv6 to provide higher packet delivery during handoff. The replica-
tion of incoming data traffic by Mobility Anchor Point to the access 
routers where the MN will move during handoff will reduce the pack-
et loss and end-to-end delay. We conclude that our approach pro-
duce better results for TCP and UDP data traffic in terms of packet 

loss and end-to-end delay.  
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