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Abstract-Medication problems are responsible for a significant percentage of health problems in the aged. A robot in the patient’s home 
may assist in monitoring their condition and medication use. This application allows us to address issues with integrating the sensory and 
interactive capabilities of robots with the high-level problem solving of expert systems. The robot needs to provide and recieve information 
from the patient with a simple interface, take sensor readings and use this data to make inferences using the expert system. This paper 
describes a system in development and gives a step-by-step example of an interaction between patient, robot and medication expert sys-
tem.  
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Introduction 
With an aging population and shortage of nursing staff, there will 
be increasing demand for technologies that assist the elderly and 
the disabled. A robot that lives with the patient in their home could 
monitor their condition and provide a variety of support services. 
The long-term aims for assistive robots include performing manual 
and cognitive tasks for the patient. These might range from bath-
ing to scheduling medications. A major factor in this becoming a 
reality is the acceptance by the patients themselves. 
The interface between human and robot needs to be simple, relia-
ble and unobtrusive. The robot also needs to interface between 
the real world and its high-level problem solving. Rather than use 
a robot, it is possible to fit the patients home with inexpensive web 
cameras. However, if we want to perform sensor checks on the 
patients body, or use expensive sensors like thermal cameras, it 
would be more convenient and less expensive to have them 
onboard one device. A camera-laden home may also affect the 
patients sense of privacy, whereas a robot could be given com-
mands from behind a closed door. 
The robot should try and extract required information using means 

that are low impact on the patient. These patients are unlikely to 
have experience in programming robots and, due to the nature of 
the application, be unlikely to desire to learn. Elderly patients may 
also be uncomfortable with computer interfaces. We can explore 
these issues using simpler robots with reduced functionality. An 
important issue that we have chosen to focus on for this project is 
Medication Review (MR). This paper describes a system in devel-
opment and gives a step-by-step example of an interaction be-
tween patient, robot and successfully evaluated Medication Re-
view expert system [1]. 
 
Medication Review 
Elderly patients without daily medical care often have issues with 
their medication. Drug usage problems result in 12% of all hospi-
tal admissions and costs $400 million annually in Australia [7]. 
One initiative is the implementation of Medication Review sys-
tems. MRs are designed to assess potential problems by tracking 
the patients medical history, pathology results and their past and 
present drug regimen.This information is used to determine such 
issues as: 
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 medical conditions that are not being treated 

 drugs they are on that may be affecting a condition 

 combinations of drugs with similar ingredients that result in too 
high dosages 

 drugs that are not required or contraindicated in their condition 
Pharmacists in Australia are financially encouraged to implement 
MR systems. However, few take up this offer because of fear of 
error and a lack of confidence [10]. The research described in this 
paper makes use of a medication review knowledge base already 
developed using MCRDR that has demonstrated more consistent 
conclusions than a human expert [1]. 
MR is a burgeoning area in Australia and other countries, with 
MRs seen to be an effective way of improving drug usage and 
reducing drug related hospital admissions, particularly in the elder-
ly and other high risk patients [7,8]. This has prompted the Austral-
ian government to initiate the Home Medicines Review scheme 
(HMR) and the Residential Medication Management Reviews 
(RMMRs) scheme. These schemes provide remuneration to phar-
macists performing MRs via a nationally funded program [8]. How-
ever, it is known that despite Residential Medication Management 
Reviews (RMMRs) being introduced in 1997 they still do not have 
a conceptual model for delivery, which has resulted in a wide 
range of differing qualities of service being provided [13]. 
 
A medication review robot 
We could use a body of expert knowledge to create a specific 
knowledge base for the patient, but to provide the highest level of 
care we need to consider the patients changing condition. A robot 
running a medication review system could continuously consult 
the MR using sensory data acquired from the patient. For exam-
ple, if the robot detects the patient has low blood sugar, the MR 
may recommend the patient eat something. The robot could also 
download pathology results, draw recommendations from the MR, 
and change the patients drug regimen immediately. Both scenari-
os do not require the patient to wait to be seen by a doctor or 
pharmacist and negative effects can be counteracted straight 
away. The robot could also remind the patient to take their medi-
cations on schedule, and eventually dispense the medications, to 
help prevent under or over dosages. The robot could easily cope 
with complex medication regimen, including reducing dosages 
over time. Doctors may also add new general rules as new drugs 
are introduced, or as more information is gained from clinical trials. 
The doctor may also personalise the knowledge base with rules 
that apply to the specific patients response to certain medications. 
For example; unacceptable side effects from certain ingredients or 
apparently ineffective ingredients. 
 
Robots and Expert Systems 
Current robot research concentrates almost entirely on the low 
level functions, such as navigating and recognizing objects. Alt-
hough there is no doubt these functions are necessary, this work 
addresses the general problem that users will soon have expecta-
tions of high level intelligence from their robots. The robots will 
need to solve problems at an expert-level. The problem also re-
mains for how these high and low levels will be integrated. This 
project aims towards a generic system that links lower level func-
tions to an expert system. The specific knowledge domain and 
lower level functions should be easily customisable to the problem 

domain and robot platform. Although expert systems are consid-
ered to be one of Artificial Intelligences success stories, the tech-
nology is still not being employed to its potential. Most expert sys-
tem techniques are not reliable or maintainable enough to inspire 
the necessary confidence. Ripple Down Rules are one expert 
system method that overcomes these issues. 
 
Ripple Down Rules 
Ripple Down Rules are a method for adding rules incrementally to 
form a knowledge base. The rules can not only be created from 
batch learning, but also from on-line learning. RDRs lend them-
selves to robotic applications, because they can be constantly 
updated as the robot has new experiences in the environment, but 
are also simple enough to be handcrafted by experts. RDRs allow 
for recovery by adding exception rules and new rules are added 
when a classification error is made. Expert systems based on 
Ripple Down Rules are in production in various areas such as a 
major teaching hospital’s chemical pathology laboratory, providing 
clinical interpretations of data for diagnostic reports [4]. Ripple 
Down Rules have also been used for online learning in robots [2]. 
Multiple Classification Ripple Down Rules (MCRDR) is an exten-
sion that allows the system to suggest several classifications [5]. 
The MR robot will use a variety of interfaces to satisfy conditions 
of rules in the MCRDR rule structure of Bindoff [1]. Once those 
conditions are met we can provide the user with conclusions or 
recommendations regarding their medication. 
Ripple Down Rules (RDR) is an approach to building KBSs that 
allows the user to incrementally build the knowledge base while 
the system is in use, with no outside assistance or training from a 
knowledge engineer [12]. It generally follows a forward chaining 
rule-based approach to building a KBS. However, it differs from 
standard rule based systems since new rules are added in the 
context in which they are suggested. Observations from attempts 
at expert system maintenance lead to the realization that the ex-
pert often provides justification for why their conclusion is correct, 
rather than providing the reasoning process they undertook to 
reach this conclusion. That is, they say ‘why’ a conclusion is right, 
rather than ‘how’. An example of this would be the expert stating “I 
know case A has conclusion X because they exhibit features 1, 4 
and 7”. Furthermore, experts are seen to be particularly good at 
providing comparison between two cases and distinguishing the 
features which are relevant to their different classifications [13]. 
With these observations in mind an attempt was made at produc-
ing a system which mimicked this approach to reasoning, with 
RDR being the end result. 
 
Multiple Classification Ripple Down Rules 
The RDR method described above is limited by its inability to pro-
duce multiple conclusions for a case. To allow for this capability - 
as this domain must – MCRDR should be considered [11] to avoid 
the exponential growth of the knowledge base that would result 
were compound classifications to be used. MCRDR is extremely 
similar to RDR, preserving the advantages and essential strategy 
of RDR, but augmented with the power to return multiple classifi-
cations. Contrasting with RDR, MCRDR evaluates all rules in the 
first level of the knowledge base then evaluates the next level for 
all rules that were satisfied and so on, maintaining a list of classifi-
cations that should fire, until there are no more children to evalu-
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ate or none of the rules can be satisfied by the current case [10]. 
An example of this can be seen in Fig. 1  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1- The highlighted boxes represent rules that are satisfied for 
the case (cold, rain, windy), the dashed box is a potential stopping 

rule the expert may wish to add [17] 
 
Platform 
The robot in use for this project is a MOSTiTECH MIR mobile 
robot pictured in Figure 2. The MIR robots have a camera, touch 
screen, LED face, motion sensor and touch sensors. It has a vide-
ophone built onboard and may contact the doctor directly if it 
senses a potentially dangerous situation. 
 
Conversational Agent 
The process of performing a medication review can be defined by 
a series of goals; a series of steps required to accomplish those 
goals can then be planned. This system uses a step-based sys-
tem, asking questions and receiving input from the user in a large-
ly pre-planned order, allowing the system to control the input that 
the user provides rather than asking open-ended questions that 
would allow the user to talk about anything - and to use context 
awareness to assist in the interpretation of the input. When the 
user inputs a sentence, that sentence is broken up into individual 
words. Words that would commonly appear in sentences and are 
not medication-related are stripped out and ignored, as is punctu-
ation. The system then searches the remaining words to find and 
extract relevant keywords that are related to the question that the 
users in answering. Context awareness, in this case, will be used 
to refer to the method of interpreting information based on the 
current context that is, interpreting the information input by the 
user in regards to the context of the question. So, for example, if 
the system has asked the user what drugs they are taking, the 
system will then parse the input and extract all drug names it can 
then assume that the user is taking all of the drugs that they have 
named. Similarly, if the system asks what drugs the user has 
stopped taking, it will again find all drug names, but will assume 
that the user is not taking them. A question about medical condi-
tions and observations will not look for drug names and vice versa 
by only searching for words that are relevant to the current ques-
tion, the system can process input and produce output faster and 
with less computational cost. While many conversational agents 
have been quite successful at conversing with the users and 
providing the appropriate feedback, they are primarily based on 
knowledge stored in non-dynamic predefined databases [5]. An-
other conversational agent of interest is the Medication Advisor 
project. Rather than performing medication reviews it helps users 

to manage their medication-taking by providing them with infor-
mation and advice [3], and, again, it is based on a predefined and 
stable knowledge base. The conversational agent for this study, 
however, being based on an MCRDR knowledge base can be 
dynamically updated and expanded, and cope with the changing 
rule trees. 
 
Exploiting the MCRDR for the conversational agent 
As previously mentioned, we would like to reduce the load on the 
patient as much as possible. Therefore the conversational agent 
exploits the MCRDR rule structure in order to ask fewer questions. 
We ran a series of 15 test cases using real patient data. The num-
ber of questions aimed at clarifying the information entered by the 
patient was recorded. The number of questions asked was re-
duced by 79.3% without any reduction in accuracy [6] as com-
pared with the original system of [1]. 
 
Input and Output 
Fig. 2 illustrates the interfaces between patient, robot, conversa-
tional agent and expert system. The robot speaks information to 
the patient in the form of questions that might help make new 
conclusions, and the conclusions themselves. The robot achieves 
this using text-to-speech. The patient provides answers to the 
questions via the robot using a variety of interfaces including the 
touchscreen, touch sensors and speech. These unparsed sen-
tences are sent to the conversational agent, which parses them to 
find conditions. The conditions are then fed to the expert system 
to match on rules. The robot also gains sensor readings from the 
patient either from processed images, or medical sensors such as 
temperature or pulse. These readings are directly used by the 
expert system as input conditions. If the expert system is able to 
infer any conclusions from the input conditions from conversation-
al agent and robot sensors then the conclusions are sent to the 
conversational agent. The conversational agent parses the con-
clusions and converts it into an easily understandable sentence. 
This text sentence is then sent back to the robot which uses text-
to-speech to alert the patient. 
 
An interaction example 
In this section, we will work step-by-step through a patient’s inter-
action with the robot. 
Ask questions 
Before the robot asks questions it ensures that its body is facing 
the patient, is an appropriate distance from them and then pans 
and tilts its head to appear to be maintaining eye contact. The 
robot’s sensors will then be within easy access for the patient, as 
well as enforcing in them that the robot is paying attention to them. 
The apparent eye contact is achieved by searching for a face in 
the space and continuing to track it during the interaction. The 
robot requests information from the patient in case the medical 
record needs to be updated- 
Robot: “Have you stopped or started any medications?” 
Patient: “I have stopped taking Lithium and started taking Metfor-
min” 
The conversational agent parses the sentence which then triggers 
an update of the medical record. The robot then asks: 
Robot: “Have you been experiencing any new symptoms?” 
Patient: “I have been feeling a bit nauseus.” 
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Fig. 2- Input and output between patient, robot, conversational 
agent and expert system. 

 
Medical Record 
One of the main aims of our approach is to minimise the input 
requirements from the patient. Therefore we attempt to use any 
information we can gain that will not interfere with the patient. The 
robot has the patient’s medical record, and will also store answers 
the patient has previously given. The next step is to load any infor-
mation from the medical record that can be used as conditions for 
the expert system. In this example, the patient’s medical record 
states that they suffer from Anaemia, Hypertension and Ischaemic 
heart disease (IHD) and are taking Iron supplements and a Tricy-
clic Antidepressant. As the patient informed us they have begun 
taking Metformin then we also add the drug family Biguanide. 
 
Robot sensing 
There are a variety of medical sensors that may be connected to 
the robot via serial or USB port. These include blood pressure, 
temperature, pulse and blood sugar. As this patient suffers from 
Anaemia we have decided to connect a haemoglobin meter. The 
patient is asked to prick their finger and drop a sample into the 
meter. The resulting reading is 89 and this is added as haemoglo-
bin female once we have gained the patient’s gender from the 
medical record. 
The robot also attempts to estimate the patients hip and waist 
ratio from vision, and from that determine their Body Mass Index 
(BMI). BMI can be used to evaluate obesity, which, if present, will 
have an impact on the effectiveness of the patient’s medication. In 
this example, the patient was found to have a BMI of 26, which is 
considered to be overweight, but not obese. We may develop this 
subsystem further to make dietary recommendations based on the 
patient’s BMI. 
 
Check for conclusions 
Once we have asked the questions and checked the medical 
record we have a list of conditions we can attempt to match with 
rules. The system traverses the MCRDR rule tree travelling down 
branches in order to find the deepest-level conclusions that have 
all their rule conditions satisfied. The conditions we have are- 
General Information- Age = 62, Sex = Female, Marital status = 
Married. 
Current Conditions- Nausea, Anaemia, IHD, Hypertension. 
Sensor Readings- Haemoglobin female = 89, BMI = 26. 

Current Drugs- Metformin, Iron, Antidepressant tricyclic. 
The conditions for this patient match on the following rules- 
if Nausea == Current ∧ Metformin == Y ∧ Age ≥ 50 
then Nausea while on Metformin 
if Anaemia == Current ∧ Haemoglobin female ≤ 110 ∧ Iron == N 
then Ongoing Anaemia Despite Treatment 
if Biguanide == Y ∧ Haemoglobin female ≤ 110 
then Anaemia with Predisposing Drug 
if Antidepressant tricyclic == Y∧ IHD == Current 
then Multiple potential causes of arrhythmia 
 
Ask questions based on partial matches 
The following rules also match partially. We then use the non-
matching conditions of these rules to ask further 
questions of the patient. 
if IHD == Current ∧ Chest pains == Current 
then IHD with ongoing chest pain 
if Shortness of breath == Current ∧ Hypertension == Current ∧ 
CCF != Current ∧ IHD == Current 
then Shortness of breath in patient at risk of Congestive Cardiac 
Failure (CCF) 
The conversational agent takes the non-matching conditions and 
forms questions that the robot speaks aloud to the patient. 
Robot: “Have you been experiencing chest pains?” 
Patient: “No.” 
Robot: “Have you been experiencing shortness of breath?” 
Patient: “Yes, sometimes.” 
Now the second rule matches, but not the first. We add the warn-
ings regarding CCF to the list of conclusions. 
 
Make recommendations 
Once all information has been and clarified, and the applicable 
conclusions have been found, the user is informed of the results. 
Robot: “There are some problems with your medication, please 
contact your GP or pharmacist as soon as possible. 
Would you like more information?” 
Patient: “Yes.” 
Initially they are simply told that there could be some potential 
medication-related problems and they should see their medical 
professional. They are then asked if they want more information; if 
they agree they are presented with information and each specific 
conclusion that is found. The system itself does not advise the 
user to take any action, but to see a human expert to get advice 
on what they should do, as incorrect or misunderstood information 
from the system could have dire medical consequences. The 
conclusions we found were: 

 Nausea while on Metformin 

 Multiple potential causes of arrhythmia 

 Anaemia with Predisposing Drug 

 Ongoing Anaemia Despite Treatment 

 Shortness of breath in patient at risk of Congestive Cardiac 
Failure (CCF)  

Unfortunately the conclusion names have been entered by phar-
macy rather than software experts. Therefore there is not a stand-
ard format for conclusion naming. However, the conversational 
agent attempts to phrase the conclusions in a natural way and use 
information from the conditions used to fire the rule. For example: 
Robot: “There is concern with your Metformin  medication contrib-
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uting to your  Anaemia and your Antidepressant tricyclic contrib-
uting to your arrhythmia.” We may choose to reduce the infor-
mation provided to the patient. Rather than alarming them with 
discussion of Congestive Cardiac Failure we can say: 
Robot- “Please inform your doctor of your shortness of breath in 
relation to your IHD.” The robot is equipped with a video phone 
and wireless internet can hold contact information for each  pa-
tients GP and/or pharmacist. Upon reaching the end of the review 
an e-mail can be compiled and sent to them containing the medi-
cation review and the precise details of all problems found and the 
causes of those problems. They could then use this information to 
develop a care plan for the user. The video phone could be used 
in emergency situations, such as when the robot determines the 
patient has collapsed. 
 
Conclusion 
The possible applications for robots greatly increase when we 
bridge the gap between low-level robotic sensing and high-level 
expert knowledge. However, as more people are able to use ro-
bots for their needs, the role of the interface becomes increasingly 
important. High-level problem solving robots will only be as suc-
cessful as the users satisfaction. Therefore ensuring that the inter-
face is efficient and effective will have significant impact on the 
uptake of RDR-based robotic systems. The Medical Review sys-
tem  provides us with many types of interaction between human 
and robot and give us the opportunity to address problems that 
will be common to many applications. 
We believe that the Medication Advisor is just the tip of the ice-
berg in terms of providing a conversational assistant that can help 
people take care of their health in their homes. The Center for 
Future Health is leading the development of the Smart Medical 
Home, which will integrate a wide variety of sensors and effectors 
into Intelligent Assistive Technologies that address particular med-
ical needs. As part of this broader vision, we intend to expand the 
Medication Advisor into a more general “Personal Medical Assis-
tant,” which will integrate the information provided by the various 
technologies and provide a personalized point of contact for the 
residents of the home. The goal is not to replace doctors, nurses, 
or pharmacists, since this is both technically difficult (if not impos-
sible) as well as socially undesirable. Rather, we want to provide 
systems that can help people better manage their part of their 
health care, and connect them to health care providers, family 
members, and the broader community as appropriate. 
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