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Abstract - The instability and volatility of labour force participation in the United Kingdom over the last 39 years is 
examined.  It is based on data obtained from the Labour Force Survey by the Office for National Statistics, at a 
disaggregated level, for males, ages 16 to 64, and females, ages 16 to 59, separately.  Throughout four decades, the 
volatility of female employment levels is twice that of male employment.  In contrast, the volatility in job growth appears 
to be minimal and similar in both men and women.  Applying the unit root tests, cointegration, error-correction-model, 
and volatility model on the employment series, four main findings are suggested.  First, the employment level appears 
to be mean-diverting, while the job growth appears to be mean-reverting.  Second, the job growth reconfirms the mean-
reversion in its volatility and the volatility clustering exists in it.  Third, the level of employment and job growth in the 
male work force shows Granger causality on the female job growth and the level of employment.  Last, the production 
and stock market levels might not be directly attributable to the levels of employment; perhaps other new jobs in the 
services industries like retail and health are more of an influencing factor.   
Keywords: Vector-error-correction model, ARCH model, cointegration, structural change, mean reversion, stationarity, 
volatility. 
JEL Classification Codes: C10; J21; J30  
 
1. Introduction 
This study seeks to identify the stability and volatility in 
levels and growth of employment, in particular in the 
male and female workforce in the UK, utilising the 
Labour Force Survey (LFS) data from the Office for 
National Statistics (ONS).1    The ability to forecast 
levels of male and female employment is then 
discussed. The main assumption in this study is 
derived from the long-term trend that labour markets 
have no tendency to mean-reverting, owing to the 
development of technology and dynamic globalisation 
since the 1980’s though the major challenges to both 
global and national industries were the first and 
second oil crises during the early 1970s and 1980s 
(Figure 1).2  In most developed countries, it is true that  
                                                
1  The International Labour Organisation defines that a person is 
considered to be employed if they are in paid employment at work 
for at least one hour over the reference week or are in self-
employment at work for at least one hour over the reference week.  
We use interchangeably ‘work force’ to ‘employment’, and ‘job 
growth’ as ‘work force (t) –work force (t-1)/work force (t-1)’, the ratio 
of the changes for two consecutive periods.  
2 The potential growth of employment depends crucially on trends in 
unemployment and inactivity.  Harberger (1993) observed that the 
labour markets in the EU15 plus Japan and the USA have shown 
similarity in the direction for the last three decades.  The overall 
patterns for example exhibit that the unemployment rate has been 
higher in Europe as a whole compared to the US over the past 20 
years.  The differences in unemployment across the countries due 
to their labour market institutions have mixed explanations among 
reforms of labour and product market institutions, and tax for 
instance.  These can be observed from various issues of OECD 
(1994, 1999, and 2004 various issues on the jobs study, 

 
the number of jobs in manufacturing has declined 
while that in the service industry has risen since 1970. 
Many of the old jobs, including coal mining, the auto 
industry, textiles, and apparel manufacturing, have 
been replaced with sectors that include retail and 
wholesale services, information technology, health, 
education, and financial and business services that did 
not exist at the end of World War II.  In particular, the 
largest percentage increase in job creation has been 
in government employment, information-processing, 
communications and managerial areas. This 

                                                                 
employment protection legislation and labour market performance, 
employment outlook) and the ONS statistics (2007-2010, LFS, 
Spring Quarter, Gregg and Wadsworth, 1999; Desai, Gregg, Steer 
and Wadsworth, 1999, LFS and the general household survey on 
employment rates and relative pay, employment rates in 1998: 81 
(men), 69.3 (women)).  Policy makers seek to restore the economy 
and lower unemployment rates that consequently lead to a positive 
correlation between government employment and fiscal debt.  we 
would expect to be able to forecast the size of the workforce as both 
goods and services continue to require knowledge-, skill- and 
education-based workforces considering changes in economic 
conditions and the composition in industrial sectors due to 
globalisation and telecommunication and computer technology since 
the World War II that may be inefficiently matching the demand or 
supply in labour markets.  For example, the rise in inactivity among 
men has been dramatic increase among the unskilled by 1998.  The 
pattern of international trade and technical change have partly 
favoured skilled workers in the developed countries (see Wood, 
1994; Berman et al., 1998; Nickell, 1999; Gregg and Wadsworth, 
1999;).  The factors causing unemployment are, however, beyond 
this study.   
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development provides a further hypothesis, an 
increased female workforce resulting from more 
widespread education and vocational training, 
together with a growth in service sectors.   
Using the assumption stated above of mean diversion, 
a preliminary overview of each decade from 1971 to 
2010 reveals that over that period, the volatility of 
female employment levels is higher than that of males.  
The volatility of female employment levels shows it is 
higher during the 1980s and for men in the 1990s 
(Table 1 & Figure 1). Job growth has been generally 
negatively skewed for each decade since 1971 - 
except recent period (2000-10) for male job growth 
(Table 2). Since 1971, the volatility of workforce 
growth measured by standard deviation had been 
increasing for each decade. The level of female and 
male job growth is highest in the recent period (2000-
2010), while the volatility of male job growth is high 
from 1980s onwards. For the female workforce over 
that period, the level of job growth has gradually 
increased up to the most recent period (1990s 
onwards).  The proportion of non-working age job 
growth reveals a strikingly positive tendency over that 
period (Table 2 & Figure 2).  
A unit root test was used in the longer term UK 
datasets to determine whether the level and growth in 
employment over time exhibited a mean-reverting 
behaviour, or not. If a series did not contain a unit root, 
the series was the stationary series that fluctuated 
around a constant long-run mean – this implied that 
the series, employment growth in this case, had a 
finite variance which did not depend on time: hence 
mean reversion. Next, the volatility of the level and 
growth of employment series was estimated using the 
volatility models based on the Generalised Auto 
Regressive Conditional Heteroscedasticity (GARCH).  
Finally, the Vector-Auto-Regressive (VAR) approach 
was used to find co-integration in the workforces over 
the economic cycle (using production and stock 
market indices). 
Our empirical analysis suggests that the level of 
employment growth rates is mean-diverting. In 
addition, the ARCH effect in the employment growth 
series implies that the employment series has a 
volatility cluster—the deviation from the mean is not 
constant over time, and the deviation is smaller for 
some periods rather than others, and vice versa. The 
ARCH effect and unit root problem have serious 
consequences for forecasting and the forecast band 
could be narrower than the actual. Finally the co-
integration of the level and growth of male and female 
employment in the UK reveals that the production and 
financial market – stock market in this case are rarely 
influenced by both over time.  
The rest of the paper is as follows. In section 2 we 
discuss the methodology and data used for analysing 
workforce growth. Section 3 explains the results. The 
concluding remarks of the paper are given in section 4. 

2. Mean-reverting, volatility and forecastability of 
the UK labour force 
Stationary Testing  
A comprehensive unit root method on the UK 
employment series (say, ty ) is used to test whether 
the series are stationary, hence mean reverting.  A 
simple autoregressive of order one (AR (1)) process: 

ttt yy   1    where   is a parameter and to 

be estimated and the error term t  is assumed to be 

white noise 2~ (0, )wn  .  After subtracting 1ty
from both sides of the equation ttt yy   1  
where  = -1, the standard Dickey-Fuller (DF) test 
by Dickey and Fuller (1979) has the null (Ho:   =0, 
unit root) and alternative (H1: < 0, stationary) 
hypothesis will be tested for all three cases; (i) random 
walk ( 1t t ty y    ), (ii) random walk with drift (

ttt yy   1 ) and (iii) deterministic trend 
and a constant ( 1t t ty y T         ) using 
the Dickey-Fuller statistic  (tau) statistic.3   Some of 
the alternative forms of unit root tests have been 
introduced, including the ADF (Augmented Dickey-
Fuller, by Dickey and Fuller, 1981), an alternative to 
the ADF); the Phillips and Perron test (the PP test by 
Dickey Phillips and Perron, 1988); the KPSS test by 
Kwiatkowski, Phillips, Schmidt, and Shin (1992); the 
ERS test by Elliot, Rothenberg, and Stock (1996); and 
the NP test by Ng and Perron (2001).  The ADF test 
offers a parametric correction for higher-order (AR (p) 
> AR (1)) correlation by assuming that ty follows an 
AR(p) process 

1 1

p
t t j t j tj

y y T y     
         where p 

is lag order.  The null (Ho:  =1, unit root) and 
alternative (H1: || <1, stationary) hypothesis will be 
tested using the test statistic  1 ˆ ˆ1t SE      
where ̂  is the least square estimate and SE ( ̂ ) is 
the usual standard error estimate.  The PP test is a 
non-parametric test that is based on the statistic 

      
11
22 ˆ 2o o o o ot t f T f SE f S        

where ̂ is the estimate of the  and t is the t-ratio 

of the , and SE (̂ ) is coefficient’s standard error 
and S is the standard error of the test regression, o
is a consistent estimate of the error variance, and the 
term, fo, is an estimator of the residual spectrum at 
zero frequency.  The KPSS test must specify the set 
of exogenous regressors, xt, and a method for 

                                                
3  The distribution of the corresponding Dickey-Fuller statistic, ̂ , 
has been tabulated under the null hypothesis of    =0.Tables are 
available in Fuller (1976). 
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estimating fo.4  The critical value of the LM test statistic 
   2 2

1
/T

ot
LM S t T f


  where fo is an estimator of 

the residual spectrum at zero frequency.  S(t) is a 
cumulative residual function: 

1
ˆ( ) t

rr
S t 


  based 

on the residuals  0ˆˆ  ttt xy   the regression of 

ty on the exogenous variables xt, a trend, and 
parameters to be estimated.  The t , error term, is 
assumed to be white noise.  The ADF and PP tests 
however cannot distinguish a highly persistent 
stationary process from non-stationary process hence 
the power of unit root tests diminishes with a constant 
and a linear time trend in the test regression than 
those tests that only include a constant in the test 
regression (Schwert, 1989; Maddala and Kim, 2003).  
The ERS test is based on the quasi-differencing 
regression  defined in a quasi-difference of ty  as 

 /td y a that depends on the value ‘a’ representing 
the specific point alternative against which we wish to 
test the null ,  if 1ty t  otherwise 

1,  if 1t ty ay t  ; the a= a  where the de-trend 
data, d

ty , using the estimates associated with the a :

 ˆd
t t ty y x a  , where the set of exogenous xt, a 

constant or a constant and a linear time trend.  A 
method for estimating fo an estimate of the residual 
spectrum at zero frequency where the residuals are 

defined as        aaxdayda ttt  ˆ//ˆ  .  
The NP unit root tests require a specification of xt and 
a choice of method for estimating fo and the statistics 
are modified forms of Phillips and Perron (1988) Z  

and tZ statistics based upon the generalised-least-

square de-trended data d
ty . 

With the varied models of unit root tests have offered 
comparison for the performance.  For instance, Nelson 
and Plosser (1982) applied the ADF test on the 14 
U.S. macroeconomic series including employment. 
They used annual datasets for the time periods 1909-
1970 and concluded that employment series is mean-
diverting hence unit root exists in the series.  Using 
the same dataset in Nelson-Plosser, Zivot and 
Andrews (1992) suggested a unit root test with 
endogenous break and drew the same conclusion as 
Nelson-Plosser that employment is mean-diverting.  
On the contrary, Zivot and Perron (1989) concluded 
that employment is mean-reverting subject to a 
structural break for the 1929 crash using the same 
dataset in Nelson-Plosser.   The mixed results drown 
from the same data series indicate that unit root tests 

                                                
4 See Kwiatkowski, Phillips, Schmidt, and Shin (1992) for the LM 
test statistic (Table 1, pp166); and for the details of the KPSS test, 
see Caner and Kilian (2001). 

may not be reliable in the cases when a break point 
exists and did not include in the test regression or a 
break point does not exist and did include in the test 
regression, or the use of incorrect break date in the 
test regression.  
We apply the ADF, the PP, the KPSS, the ERS, and 
the NP test on the employment level and growth are 
tested whether the series is mean-reverting subject to 
a structural change with a modified version: D*Tt is 0 if 
t < break duration, or 1, if t t  break duration.5  The 
results are reported below in Table 3 and Table 4 for 
the structural break model. 

 
2.2. Volatility modelling 
The volatility property in the level and growth of 
employment series is initially addressed in standard 
deviation (Table 1) and the instability ratio (Figure 1) 
for each decade. Based on standard deviation and 
instability ratios, which decade has higher employment 
volatility, higher standard deviation and higher 
instability ratio (sample variance divided by the mean) 
is evaluated.  On the longer-term volatility in the 
employment series (1971-2010), it may be helpful to 
consider whether an explanation of volatility can be 
reasonably associated with empirical evidence from 
the employment series by applying volatility model that 
can describe the distribution of most financial data in 
which displays thicker tails.   
ARCH effects have generally been found to be highly 
significant in financial markets of developed countries.  
The Autoregressive Conditional Heteroskedasticity 
(ARCH) type model (Engle, 1982) is considered to 
reflect the fact that economic agents and policy 
makers seem more sensitive to negative changes in 
employment level and growth.  The various extensions 
of the ARCH model in particular the Generalized 
ARCH (GARCH) type models which has the same 
features of ARCH (q) model6.  The major contribution 
of ARCH models allowed the conditional variance 
change over time as a function of past squared errors 
that captures the volatility clustering in asset return-the 
underlying forecast variance may change over time 
and is predicted by past forecast errors.  GARCH (p,q) 
process is specified as a linear combination of past 
sample variance and the lagged conditional variance. 

                                                
5  Several other studies have developed using different 
methodologies for determining the break date, including Zivot and 
Andrews (1992), Banerjee et al. (1992), Perron and Vogelsand 
(1992), and Lumsdaine and Papell(1997) among others: Perron 
(1989) proposed an exogenous structural break unit root test; the 
endogenous structural break test of Zivot and Andrews (1992) is a 
sequential test which utilizes the full sample and uses a different 
dummy variable for each possible break date. The selection criterion 
for the break date is based on the t-statistic from an ADF test and a 
minimum value of t-statistic will be the indication of the break date.    
Considered multiple breaks. See further discussion on ‘structural 
breaks’ in Christiano (1992), Nunes et al. (1997), Lumsdaine and 
Papell (1997), Clemente et al. (1998), Bai (1998), Papell and 
Prodan (2003), and Kim and Perron (2009).  for endogenous break 
with ADF test. 
6 ARCH model is based on a specific type of nonlinear dependence 
rather than exogenous structural changes in the variance. 
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In the GARCH model, the conditional variance is a 
function of past “squared” residual, and, hence, the 
sign of residual plays no role in affecting the volatility. 
GARCH models are the symmetric responses in the 
conditional variance to positive and negative changes 
in the series.7  The Exponential GARCH (EGARCH) 
model assumes that both the magnitude and the sign 
of the residual affect the volatility and it can 
accommodate not only “volatility clustering” but also 
“leverage effect” phenomena existing in most financial 
and monetary data and the model.  We compare the 
magnitude of asymmetry in the UK employment 
measured for the male and female workforce.   
The specification of the ARCH model incorporates 
squared conditional variance terms as additional 
explanatory variables that allow the conditional 
variance to follow an ARMA process with the residual: 

ttttt hvvu  2  where 2
t is written as ht 

and vt has a zero mean and variance of one.  The 
conditional variance can be defined as 

2
0 1 1

q p
t i t i i t it t

h u h    
    in a GARCH 

(p,q) process.  Compared to the ARCH model, the 
GARCH model incorporates much of the information 
with large numbers of lags. To examine the volatility 
and asymmetry of volatility in the employment series, 
the EGARCH model is employed as the non-negativity 
constraint and does not need to be imposed and the 
asymmetries are also allowed for using an EGARCH 
(1, 1) model:  

   2 2 2 2
1 1 1 1 1ln( ) ln( ) 2t t t t t tu u                

 
The empirical evidence from models used to forecast 
volatility suggest that negative shocks increase 
volatility more than positive shocks of the same 
magnitude.  The empirical evidence also suggest that 
the magnitude of the asymmetric relationship between 
shocks and volatility may differ between males and 
females from the aspects in gender difference rooted 
from the social and industrial development over the 
period 1971-2010.  
 

                                                
7 Those stylized effects are explained by Black (1976) and Christie 
(1982) and are so-called “leverage effect”. As evidenced in French, 
Schwartz, G William (1990) and Nelson, Daniel B (1991), they 
concluded that negative stock leads to a larger volatility than the 
equivalent positive changes.  Most empirical studies suggested the 
conditional student t-distribution, which allows for the leptokurtosis, 
and provides a good description of price changes noted by Engle 
and Bollerslev (1986), Bollerslev (1987), Boothe and Glassman 
(1987), and Baillie and De Gennaro (1989), Baillie and Bollerslev 
(1989), and Hsieh (1989), suggests that employing a conditional t-
distribution helps to account for the excess kurtosis in the daily 
exchange rates. Baillie and De Gennaro (1989), De Jong, Kemna, 
and Kloeck (1990) apply conditional-t distribution to stock market 
and also get the similar result.  In this study, the estimation of 
volatility is initially based on normal distribution from the descriptive 
statistics of the employment series which is presented in Table 1.  

2.3. Cointegrating model and Vector Error 
Correction   
The stationary and instability in the level and growth of 
employment are examined above in where the level of 
employment is found to be non-stationary.  The 
property of cointegration states that non-stationary 
variables have a strong tendency of the occurrence of 
cointegration.  Applying cointegration, whether a long 
run relationship between variables even though the 
series are non-stationary, the combination of the two 
or three variables might be stationary hence an 
integration of first order I(1) where there is a long-term 
relationship between the series over 1971-2010 is 
assessed. 8   There are various methods of 
cointegration tests such as the Engle-Granger 
cointegration test, cointegration regression - Durbin 
Watson and Johansen’s cointegration test.  The 
Johansen’s cointegration - an autoregressive model is 
used in this paper: 

1
11

p
t t t t t k t ti

y y y Bx 


 
        , where 
vector k from variable I(1) non-stationary, 

1

1
1p

ii
A


   , and 1

p
jj i

A
 

   .  To test for 
cointegration, the Johansen test defines that the trace 
test is applied to test for cointegration.   The long-term 
relationship is explained in the matrix of several p 
variable when 0 ( ) ,rank r r p       so that 
  consists of matrix Q and R with p r  dimension (

'QR  ), where matrix R is consists of r, 0<r<p 
cointegration vector, and Q is a matrix of parameter 
vector error correction.  Johansen advised to use 
estimator Maximum Likelihood (ML) for Q and R and 
statistic test to determine cointegration vector r. The 
existence of cointegration is based on the Likelihood 
Ratio (LR) test, 

1
ln(1 )k

t jj r
Q T 

 
   , where j , 

the largest i value of eigenvalue (k) the number of 
variables, T the number of observation, and r, the 
rank.  If the counted value of LR is larger than the 
critical value of LR, cointegration for several variables 
exists. The maximum eigenvalue statistic,. 

max 1 1(1 )j t tQ T Q Q       .  It proceeds first 
testing the null hypothesis of no cointegration against 
the alternative hypothesis of a full rank, i.e. all the 
series in the VAR system are stationary. Then, it tests 
the null hypothesis of one cointegrating relationship 
against the alternative of full rank and so on. The 
likelihood ratio statistics is sensitive to the presence of 
an intercept and trend, both in the series and in the 
cointegrating relationship.  For short-term adjustment 
in the co-integration model, the Error Correction Model 
(ECM) in which the adjustment to correcting a 
disequilibrium can be written with the difference value 

                                                
8  In cointegration method, the error term, or innovation vector, 

0 1t t te y x    , is a linear combination and if te  does 

not have a unit root or stationary data or I(0), variable ty  and tx  
are cointegrated.   
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(ECt) as 0 1t ty x   which is disequilibrium error.  
Engle and Granger (1987) and Johansen (1995) 
derives the test from the ECM structure of a Vector 
Autoregressive (VAR) system in which the variables 
include non stationary.  This method simply consists of 
testing the restrictions imposed by cointegration on an 
unrestricted VAR.  As expressed in Juselius (2006) 
the presence of unit roots in an unrestricted VAR 
corresponds to impose a reduced rank (r<p) restriction 
on the Likelihood Ratio levels matrix П.  Given the 
following VAR model specified in the error correction 
model (ECM) form: Δyt = Г1Δy t-1 + Пyt-1 + μ  + εt.  If yt ~ 
I(1)  then Δyt ~ I(0) then the matrix П cannot have full 
rank. This is because given the ECM, each equation 
of the VAR system would define a stationary variable 
Δyt to be equal to a set of lagged stationary variables 
Г1Δy t-1, a non stationary variable yt-1 and a stationary 
error term εt, when ECt  equal to zero, y and x are in 
equilibrium condition. As y and x are rarely in an 
equilibrium condition, only the short-term relationship 
includes the first order lags of y and x are observe: 

0 1 2 1 1t t t t ty b b x b x y       ;   0 1  .  In this 
form, the value of y needs some time to adjust entirely 
towards the variation of x.  According to Engle-
Granger method, if two variables yit and yjt  are non-
stationary but cointegrated, the relationship between 
the two variables can be described using ECM that 
can be written as: 

1 1 0 1 1( )t t t t ty b y y x           where the 
term 1 0 1 1( )t ty x      can be interpreted as a 
disequilibrium error from the previous time period 
( 1).t   0 0b  ,  1 b     short-term 
influence, and 1  long-term influence. 
The unrestricted VAR method is applied to investigate 
the interdependencies in the variables, as a by-
rproduct, a Granger causality based on the VAR 
system with each two and four time lags are tested.  
Assuming the series are stationary, the case of two 
stationary variables yi,t and yj,t in a VAR model in 
which yit and yjt are uncorrelated white-noise error 
terms. This can be expressed in matrix form:  

 
0 1 1 ,t t tBZ Z u       

where 
,

,

,1012 11 12
0 1 t

21 21 2220 ,

1
, , , Z , and .

1
i t

j t

yi t
t

yj t

y
B u

y

  
   

       
                           

 

The null hypothesis
1

0n
ii




 , and alternative 

hypothesis 
1

0n
ii




 provide a test of whether a 
variable can be treated as exogenous in the VAR.  

3.  Data and Results 
3.1 Data 
The Labour Forces Survey (LFS) data by the Office of 
National Statistics (ONS) are used to examine a 

longer-run analysis on the stability and volatility on UK 
employment over the period 1971 to 2010.  The raw 
data are rolling monthly quarterly frequency for men 
16 to 64 and women 16 to 59. The data begin with 
1971:Q1 (quarterly data series) and ends with 
2010:Q3.  Other information used are the production 
index and stock index from the IMF to determine 
whether production or the financial sector (stock 
market, in this case) would influence the level and 
growth of employment in the long run. 
Both the entire sample period and each decade are 
examined for the level and job growth of male and 
female workforces, whether all data share the same 
statistical moments — mean, standard deviation and 
instability ratio — or not.  To establish the time-variant 
pattern, the data series are divided into four decades 
(1971-79, 1980-89, 1990-99 and 2000-10:Q3); the first 
and fourth are not complete decades because of data 
availability.  Instead of using decades, it might be 
meaningful to divide the data according to economic 
or business cycles; however, the duration of each 
cycle varies, and there have been less-obvious shocks 
to the cycle that the time span might infuse with an 
exaggerated significance.   Figure 1 illustrates the 
level and growth of male and female employment, 
industrial production and stock price movements for 
1971-2010.   It shows a similar upward trend in the 
level of female employment, production and stock 
prices while the level of male employment depicts a 
different pattern – two deep downturns around the 
shocks in the 1970s and 1980s.  Descriptive statistics 
are presented in Tables 1.1 and 1.2.  In Table 1.1, the 
average level of male (14,581) and female workforces 
(10,747) shows that there are 26 percent more males, 
while the volatility in the female workforce (1,331) is 
much higher than the male’s (559).   The table 
indicates a tendency for the level of male and female 
employment to decrease, hence a negative-skewness.  
The job growth of both workforces shows marginally 
positive-skewness, with a higher rate for women (0.31) 
than men (0.11).   The Jarque-Bera test suggests that 
returns are normally distributed at the 10 percent level 
of significance based on the sample kurtosis and 
skewness.  For each decade, Table 1.2 suggests that 
the highest volatility measured with standard deviation 
for the level of female and male employment is during 
the 1980s (587) and 1990s (402).  The gap in volatility 
has been narrowed for the most recent period (2000-
10).  Each decade shows higher volatility when 
compared to the 1970s. Similarly, an instability ratio 
measured by the ratio based on the variance divided 
by the mean values is illustrated in Figure 2.   The 
highest ratio of instability in the female workforce was 
in the 1980s; and the level of male employment is 
highest during the latest sub-sample period according 
to the instability ratio, while it is highest during the 
1990s based on the standard deviation, as in Table 
1.2.  This indicates that instability in the level of the 
male workforce is highest during the latest decade.  
Interestingly, Figure 3 illustrates a gradual increasing 
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tendency in non-working age employment (men over 
65; women over 59) since the 1990s.  This probably 
reflects demographic changes for the four decades, 
which likely will continue with extended life expectancy 
and evolution of a knowledge-based services industry 
(Figure 4).  The descriptive statistics for UK job growth 
from 1971Q1 to 2010Q3 are based on the ratio of the 
gap between two consecutive periods for female (age 
16 to 59) and male (16 to 64) workforces and are 
summarised in Table 1.3.  Job growth for each decade 
since 1971 has shown a negative-skewness except for 
males in the 2000 - 2010.  For each decade, the 
volatility of job growth is similar for both sexes.  
Overall, it clearly indicates that job growth in both 
workforces has been improved only marginally (males, 
0.0000; females, -0.0008), and volatility in job growth 
is similar (males, 0.0017; females, 0.0016) for the 
whole period.  

 
3.2 Results 
3.2.1 Stationarity 
Table 1 shows that the level of female employment 
has higher volatility than male employment while job 
growth for males is higher in volatility than that for 
females.  Table 2 shows results of unit root tests of 
‘mean reversion,’ whether the level and growth in 
employment eventually move back towards the 
historical average or not.  Two types of unit root tests, 
(i) intercept and (ii) a constant and a linear trend, were 
considered with the test options; on the level and first 
differenced were used.  The null hypothesis is an 
existence of unit root, and the alternative is stationary; 
hence, if the test statistics can reject the null 
hypothesis, the series would be mean-reverting.   
The results of five unit root tests -- ADF, PP, KPSS, 
ERS and Ng-Perron -- for the level of employment for 
men and women are consistent, exposing evidence of  
non-stationarity on the employment level when 
incorporating a constant or drift parameter in the test 
regression, hence mean-diversion in the level of 
employment.  Once first differenced, the level of 
employment series, all tests agreed that the series are 
stationary, hence mean-reverting. An exceptional case 
is in the Ng-Perron test results on the first differenced 
series. These results contradict the results when the 
regression equation has an intercept but without trend 
term from the results based on the ADF, PP and 
KPSS at 1 percent significance level; however, the null 
of unit root can be rejected at the 10 percent level of 
significance.  
The unit root results on the growth of employment 
from all unit root tests with two test options, intercept 
and constant and trend on the level and first 
differenced employment growth series, reject the null 
hypothesis; hence, the growth of employment has the 
same conclusion, i.e., that the growth series are mean 
reverting.  Both ERS and Ng-Perron tests for the 
growth of employment using the level of the series 
indicate that the series is weakly stationary when 
including an intercept term in the equations.  For 

example, the results based on Ng-Perron and the ERS 
tests cannot reject the null at the 1 percent 
significance for the level of employment growth in the 
regression equation with a constant but without a 
trend term. In the case of the result from the Ng-Peron 
test, the first differenced growth of female employment 
cannot reject the null of non-stationarity.  Although the 
Ng-Perron unit root test has a confusing conclusion, if 
we set the level of significance at 10 percent then the 
null hypothesis of a unit root can be rejected.  In sum, 
all unit root tests are consistent with the results that 
the level of employment contains a unit root; hence, a 
‘mean-diversion.’ On the other hand, the job growth of 
employment is found to be a mean-reversion; hence, 
stationary.9         

   
3.2.2 Trend, Structural Break, and Autoregressive 
models  
We have found that the level of employment growth 
series is non-stationary and mean-diverting, which 
implies that the mean and variance from the level of 
employments series are not consistent over time and 
may be time dependent.  The time invariant property 
in the long term employment series is examined using 
a simple form of structural break and the ARCH effect.  
Whether there is any change in a trend characteristic 
in the series over time:  yt  = o + 1Tt +2T2t + εt  
where yt is a dependent variable, time variable (T) is a 
time dummy t= 1,2,…..T.  To capture the non-linearity 
of the trend, we also include time-square (T2).  Table 
3 shows results of the trend estimates together with 
the Akaike information criterion and Durbin-Watson 
statistics.   The growth of employment for male and 
female workforces and the level of male employment 
show that 1 and 2 are statistically insignificant.   For 
the level of male and female employment, the series 
follows a linear trend, the 1 coefficients are all 
statistically significant, and the sign of the 1 
coefficients indicate increasing trends.10   Table 3 also 
shows the estimates of the ARCH effect in the level 
and growth series.  The specification of models varies 
depending on inclusion of the trend dummy with or 
without the ARCH term (AR 1 to 3) in the equation: yt  
= C  +  T + Log(yt-1) + AR (1 to 3) + εt  where yt is set 
Log(yt ) for the level and yt for the growth of 
employment.  The results conclude the existence of 
the ARCH effect in all series.  In particular, the model 
including AR(1) term shows sufficient effect on the 
level and growth of employment, although lagged AR 
(2) and AR (3) are also significant statistically but with 
marginal size in the coefficients.   
Table 4 reports the results with different specification 
of models to estimate structural breaks for the level 
(Models 1, 3, and 5) and the growth (Models 2, 4, and 
6) of the employment series:  

 
                                                
9 Although, ERS point-optimal test is rejecting Ho: the employment 
series has a unit root, at 10% level of significance but at 5% ERS 
failed to reject the null hypothesis of a unit root.   
10 Diebold (2007) for more detail.                
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Model 1: 
LOG(level)=C(1)+C(2)*T+C(3)*DOS2+C(4)*DOS2*T+[AR(1)=C(5)] 
Model 2: 
Growth=C(1)+C(2)*T+C(3)*DOS2+C(4)*DOS2*T+[AR(1)=C(5)] 
Model 3:   
Log (level)=C(1)+C(2)*T+ C(3)*D1+ C(4)*D2+ C(5)*D3+ C(6)*D4 
Model 4:  
Growth = C(1)+C(2)*T+ C(3)*D1+ C(4)*D2+ C(5)*D3+ C(6)*D4 
Model5:   
Log (level)=C(1)+C(2)*T+ C(3)*D1+ C(4)*D2+C(5)*D3+C(6)* 4+C(7) 
*IP+C(8)*SP 
Model 6:   
Growth =C(1)+C(2)*T+ C(3)*D1+ C(4)*D2+ C(5)*D3+C(6)*D4+C(7)* 
IP+C(8)*SP. 

 
In Models 1 and 2, DOS2 indicates the oil shock 
dummy set 1973Q3: 
DOS2=1*(DOS1=0)+0*(DOS1=1),s where 
DOS1=1(t<=1973Q3)+0*(t>1973Q3); and where AR 
(1) autoregressive with lag 1.  In Models 3-6, D, IP and 
SP, these indicates structural duration dummy, 
industrial production, and stock market proxy.  Modes 
1 and 2 utilize a dummy variable of 1973Q3 where an 
oil shock break point was set to estimate a step-wise 
structural break for both the level (Model 1) and the 
growth (Model 2) of employment for male and female 
workforces.  The estimates of Model 1 suggest that 
the coefficients of trend, the ARCH effect are 
statistically significant in the level of female 
employment, while the coefficients of trend and 
structural break point and the oil shock are statistically 
significant for the level of male employment. Model 1, 
therefore, suggests that the level of male employment 
is more sensitive to the shock.  All coefficients of 
Model 2 on the growth of employment for males and 
females are statistically insignificant except the joint 
effect from the oil shock and trend.  This again 
indicates that job growth is stationary over the time.  In 
Models 3 and 4, instead of inclusion of structural break 
points, duration of structural breaks is used.  For 
instance, D1, D2, D3 and D4 denote  1973 September 
(oil shock and stock market crash in the UK, 1973-75); 
1983 September (the second oil shock and recession, 
1981 – 1983); 1992 September (black Wednesday 
stock market crash); and 2008 September (the crises 
of Russia, automotive industry and subprime). 11   
                                                
11  Initially structural break points on the level and the growth of 
employment series are estimated: 1973 September (oil shock and 
stock market crash in the UK); 1987 October (black Monday crash); 
1992 September (black Wednesday stock market crash); and the 
2008 September (the crises of Russia, automotive industry, and 
subprime).  Each regression includes a trend and constant as well 
as structural break points.  The trend coefficient is found to be 
positive and statistically significant for the growth for both male and 
female workforces, and the level of female employment.  This 
implies that the level and growth of woman employment over time 
have been increased over the decades.  All structural break points 
reflect historical market crashes or crises since 1971 hence the 
coefficients are expected to be negative, however, they are revealed 
not statistically significant except the 1992 September in which the 
coefficient has an unexpected positive value however only a 
marginal impact on the series.  The results therefore imply that there 
might be other institutional factors or labour market policies during 
the period that influence to the UK employment.  These results are 
recorded however not reported due to the statistical significance as 
well as the space issue.  There are other tests for a structural break 

Table 4 reports the results based on the specifications 
with the duration of each structural break without 
(Models 3 and 4) and with industrial production (IP) 
and stock market (SP) series (Models 5 and 6).   The 
estimates from Model 3 on the level suggest that the 
latest shock is statistically significant to the level of 
female employment, in which the shock decreased the 
level of the series, while all shocks on the level of 
male employment are statistically significant with 
negative impact from the second oil shock and the 
1992 market crash.  Both the second oil shock and the 
latest 2008 shock are statistically significant to the job 
growth in male and female employment, while the 
1992 shock is also statically significant to the growth 
of male employment.  The job growth for males and 
females for the entire period is still stable regardless of 
the shocks.  Models 5 and 6 include two additional 
variables: industrial production (real factor) and stock 
market (financial factor) in addition to the shock 
variables (D1 – D4).  The results suggest that both 
production and the stock market are statically 
significant; however, the size of the coefficients 
suggests that the magnitude is marginal -- less than 
10 percent on the employment level and less than 1 
percent to job growth.  Interestingly, the production 
and stock market evolution for the decades has had a 
negative impact on job growth and the level of male 
employment (see Figure 4).  In this specification, only 
the second oil shock is revealed statistically significant 
on the level of employment  while the recent shock is 
statistically more significant in job growth for men and 
women.   

 
3.3. Volatility: EGARCH model 
The implication of the ARCH effects is that the 
employment growth series has a volatility 
clustersome periods are more volatile than others 
(see Tables 1 and 3, Fig. 2), hence the variance is not 
constant over time and has high variance for some 
periods than others. That also implies, the forecast 
band, upper and lower band of the forecast, will not be 
constant and may be smaller for some time period 
than others, and vice versa. To estimate volatility in 
the longer-term employment series (1971-2010), the 
EGARCH model is used.  The estimates of the 
univariate and unrestricted EGARCH model (1,1) 
restrict the coefficients of production and stock market 
measuring volatility spillovers to be zero for the 
former, are presented in Table 5.  The parameter we 
are initially interested in is the C(2) and C(7) 
asymmetric coefficient.  The level of male workforce 
and the growth of female workforce have the expected 
sign in the restricted EGARCH model that bad news 
would have more impact on the level of male 
employment and the job growth for female workforce.  
                                                                 
include the Zivot-Andrews (1992) test which does not assume a 
structural break under the null hypothesis; Perron (1989) test allows 
for a break under the null and alternative hypotheses; and the Kim-
Perron (2009) procedure is a pre-test for the break date. These 
tests were not explored in this study and remain for further research.  
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The job growth of male workforce shows positive sign 
that good news would more impact on bad news to the 
job growth for man.  From the estimates in the 
unrestricted EGARCH model, the asymmetric 
coefficient of the level of male workforce and the job 
growth for woman show negative signs though they 
are not statistically significant.  The coefficient of the 
job growth of male workforce is statistically significant, 
however, the positive sign indicates that positive 
shocks generate more volatility than negative shocks 
for job growth for men.  The volatility persistence 
parameters C(4) and C(8) are all positive and 
significant for both the level and job growth of the male 
and female employment in two EGARCH models 
indicating that a shock to the conditional variance is 
persistent. The parameter is close to 1 in job growth 
(0.995 and 0.999; 0.99 and 0.99 for woman and man 
respectively) and level of employment (0.87 and 0.83; 
0.91 and 0.87 for woman and man respectively) in two 
EGARCH models. 12   The positive values of the 
parameter (C4), the presence of volatility clustering, 
are all statistically significant at the 10% level for both 
male and female employment level and job growth 
suggesting that large changes in level and growth of 
employment are more likely to be followed by a large 
change in the level and growth of either sign than by 
small change in the level and growth of employment.  
Table 6.2, the size of coefficients of the previous value 
of production and stock market on the level and the 
growth of men and women is almost zero or 
statistically insignificant except  the coefficient of 
production on the level of employment for females that 
is statistically significant, again the size is small 
(0.0001).  
 
3.4. Co-integration, error correction model, and 
Granger causality 
The Johansen approach for multiple equations uses 
the four variable Vector Autoregressive (VAR) system: 
zt={yt,wwf; yt,mwf;  IPt; SPt} where yt can be the level 
or the growth of employment.  zt in a vector error-
correction model contains 4 x 4 matrix which would 
contain the long-run relationships.  In this VAR 
specification for zt, the coefficients of the covariance 
and correlation are reported in Table 7.  First, the 
summary of the estimates of covariance shows 
statistically insignificant except the case between job 
growth of females and the stock price is positive 
(0.13).  Second, the correlation coefficients are all 
negative between job growth of male (-0.29) and 
industrial production; and females (-0.01) to industrial 
production; and between the stock price and the male 
job growth (-0.23), in contrast, a positive correlation 
coefficients are found between production (0.90) and 
stock price (0.96).  Lastly, the Granger causality based 
on the VAR rejects the null hypothesis of no causation 
at least 5% level of significance that the level and 

                                                
12 The case the coefficients for the job growth in two models follow 
similar I(1) in the IGARCH model (Engle and Bollerslev, 1986).   

growth of male employment are revealed to which 
causes the woman’s employment level and its job 
growth.  The stock market causes the level and growth 
in woman’s employment. The size of coefficients of 
Causality test with two time lags is revealed to be 
larger than when the time interval with 4 lags.  Table 8 
presents the results of causality based on the equation 
in Section 3.4 with 2 and 4 time lags as a by-product 
of the VAR system.  The findings indicate that the job 
growth of the male work force causes the job growth 
of the female work force (8.42 and 18.53 for 4 and 2 
lags respectively) while the opposite appears much 
lower (7.2 and 7.49 for 4 and 2 lags respectively).  The 
production and stock markets cause no change to job 
growth.  The level of male employment influences the 
female employment level (12.9 and 38.5 for 4 and 2 
lags respectively) while the opposite causation made 
is (5.19 and 16.38 for 4 and 2 lags respectively).  The 
production cause only a short lag positive impact (2.84 
and 6.07 for 2 lags for men and women respectively) 
while the causation from the stock market appears 
only on the level of female employment (4.44 and 
11.14 for 2 and 4 time lags respectively).  Table 9 
reports the number of cointegrating relations that are 
the results of Johansen cointegration tests based on 
the trace statistics (trace)and maximal-eigenvalue 
statistic ((max) across four variables.  The Johansen 
method is known to be sensitive to the lag length (see 
Banerjee et al., 1993).  Different lag length of order 
(lags 1-2; lags 1-4; and lags 1-6; and lags 1-12) is 
used for the VAR system comprising the four variables 
for various lag lengths and calculate the respective 
Akaike Information criterion (AIC) in order to 
determine the appropriate lag length for the 
cointegration test for the same sample period 1971Q1 
– 2010Q3.  Different test types (Model 1: no-intercept 
with no-trend; Model 2: intercept with no-trend; and 
Model 3: intercept and trend) are also specified.  First, 
for the level of employment, once the series is first 
differenced, the optimal model based on the AIC and 
the log-likelihood (LL) is found to be the ‘intercept with 
no-trend (up to 4 lags)’ which shows a full rank (z t-1, 
zt-1, and ut are I(0)) that all the variables in zt are 
stationary.  When the specification is set up to 12 lags, 
only one cointegrating relationship across the 
variables is found.  Second, for the growth of 
employment, there are three cointegrating relations 
with the Model 2 and Model 3 up to 4 lag length are 
both.  However, when lag length of order 12 only one 
cointegrating relationship is shown at most.  In all 
equations the diagnostics suggest that the residuals 
are Gaussian.   The estimated equations based on the 
vector error correction model (VECM) discussed in 
Section 2.3 are as follow:  
 

[1] D(LOG(MWF)) =  
 0.0009*( LOG(MWF(-1)) - 

2.406*LOG(WWF(-1)) + 
3.130*LOG(IP(-1)) - 
0.0102*LOG(SP(-1)) - 1.2213 ) + 
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0.3951*D(LOG(MWF(-1))) + 
0.2286*D(LOG(MWF(-2))) + 
0.1535*D(LOG(WWF(-1))) + 
0.0862*D(LOG(WWF(-2))) - 
0.0006*D(LOG(IP(-1))) - 
0.0025*D(LOG(IP(-2))) - 
0.0021*D(LOG(SP(-1))) + 
0.0028*D(LOG(SP(-2))) - 0.0002 

 
[2] D(LOG(WWF)) =   

- 0.0005*( LOG(MWF(-1)) - 
2.406*LOG(WWF(-1)) + 
3.1298*LOG(IP(-1)) - 
0.0102*LOG(SP(-1)) - 1.223 ) + 
0.257*D(LOG(MWF(-1))) + 
0.0698*D(LOG(MWF(-2))) + 
0.2591*D(LOG(WWF(-1))) + 
0.1595*D(LOG(WWF(-2))) + 
0.0027*D(LOG(IP(-1))) + 
0.0019*D(LOG(IP(-2))) - 
0.0053*D(LOG(SP(-1))) + 
0.0043*D(LOG(SP(-2))) + 0.0005
    

[3] D(GMWF) =   
- 0.2055*( GMWF(-1) - 
1.1989*GWWF(-1) + 
0.0078*LOG(IP(-1)) - 
0.0004*LOG(SP(-1)) - 0.0345 ) - 
0.3602*D(GMWF(-1)) - 
0.1084*D(GMWF(-2)) - 
0.0705*D(GWWF(-1)) + 
0.0469*D(GWWF(-2)) + 
0.0014*D(LOG(IP(-1))) + 
0.0006*D(LOG(IP(-2))) + 
0.0012*D(LOG(SP(-1))) - 
0.0039*D(LOG(SP(-2))) + 1.638e-
05 
 

[4] D(GWWF) =  
0.482*( GMWF(-1) - 
1.1989*GWWF(-1) + 
0.0078*LOG(IP(-1)) - 
0.0004*LOG(SP(-1)) - 0.0345 ) - 
0.1693*D(GMWF(-1)) - 
0.0324*D(GMWF(-2)) - 
0.174*D(GWWF(-1)) - 
0.0152*D(GWWF(-2)) - 
0.0019*D(LOG(IP(-1))) - 
0.0031*D(LOG(IP(-2))) + 
0.0024*D(LOG(SP(-1))) - 
0.003*D(LOG(SP(-2))) + 6.99e-06 

 
The VECM [1]-[4] are based on 

0 1 2t t t ty x EC          that could be stated 
as first order ECM with 1 0 1 1t t tEC y x      , 
where 1 , short-term coefficient, 2 , error correction 
component, 1 ,  long-term coefficient.  The 
cointegrating coefficient in the long run model (ecmt-1) 
is -0.206 (GMWF(-1));  0.048 (GWWF(-1)); 0.0009 

(MWF(-1)); and -0.0005 (WWF(-1)) to the change in 
male (DGMWF) and female (DGWWF) job growth; 
male (DMWF) and female (DWWF) employment 
respectively.  To restore the stability of the level of 
male employment in Model [1], the previous level of 
female employment needs to be lowered (-2.41) with 
higher previous industrial production (3.13); in Model 
[2], the current stability of the level of female 
employment would be achieved with lower previous 
own level of employment (-2.41) with higher previous 
production (3.13); in Models [3] and [4], the current 
stability of both male and female job growth would be 
achieved with lower previous job growth of the female 
work force (-1.20).   The insignificance of the ECM 
component for the production and stock market 
variables in addition to  the insignificance from the 
short run equation (in VAR) suggest that the two 
variables are weakly exogenous to the model both In 
the long- and short-run models in the VECM.   
 
3.5 Forecastability in the level of employment and 
job growth 
The main findings first indicate that the level of male 
employment is much too difficult to forecast than that 
of the female employment level. Second, forecasting 
the job growth for both males and females show 
similar forecasting error.  Lastly, production and stock 
market help marginally to forecast for the job growth 
for males and females, and the level of male 
employment.  Figures 5.1 and 5.2 illustrate the long-
run forecasting performance for the period of 1971Q1-
2015Q3 based on the actual observations for the level 
of employment for males and females (WWFF).  For 
the estimation, the White heteroscedasticity consistent 
coefficient covariance is used, and the Root Mean 
Squared Error (RMSE) and the Mean Absolute Error 
(MAE) from Models 1 and 2 are reported with Figures 
5.1-5.2. Comparing the RMSE and the MAB, the 
optimal foresting model for the level of male 
employment is Model 1.2 that has only its own lagged 
variable and the employment level of females.  In 
contrast, the Model 2.3 is the optimal forecasting 
model for the employment level of women which 
includes own previous value, the level of male 
employment and its lagged value, production and its 
lagged value, and stock market and its lagged value.   
The main results from forecasting the level of 
employment with 2 suggest that production and 
stock market job would not useful for the forecasting of 
male employment.  The performance of the long-run 
foresting for the job growth during 19171Q1 – 2015Q3 
is illustrated in Figure 5.2 with the RMSE and the 
MAB.   The growth in employment for both males and 
females are similar (0.0017 – 0.0012 and 0.0016-
0.0012 for the RMSE between Model 3.1 and 3.3; and 
between 4.1 and 4.3 respectively for male and 
female).     
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4. Conclusion 
The instability and volatility of the UK labour market for 
the period from 1971 to 2010 was examined.  The 
data used for this long-term analysis was based on the 
Labour Force Survey by the Office of National 
Statistics (the UK ONS), starting from 1Q1971 and 
end 3Q2010 on the employment levels and job growth 
for the male and female workforce (ages 16 to 64 and 
16 to 59 respectively). Periodic characteristics for 
each decade reveal that there are significant 
differences in the shapes and patterns between the 
male and female employment levels.  Throughout four 
decades, the female employment level is more than 
twice as volatile (1434) than that of the level of male 
employment (558).  In particular, the highest volatility 
is found in the level of the female employment during 
the 1980’s.  The volatility of male employment was the 
highest during 1990’s; however when measured by 
the instability ratio, the latest decade (2000’s) was the 
most volatile.  Interestingly the volatility in the job 
growth appears to be similar in both males and 
females for the same period.   
The results based on the stationary test suggest that 
the employment level appears to be mean-diverting 
and the job growth appears to be mean-reverting.  The 
estimates from the EGARCH model reconfirm that the 
mean-reversion of volatility in job growth as shown in 
the volatility clustering parameter on job growth is 
close to 1.  The evidence based on the ECM also 
suggests that the previously lower female job growth 
would restore the next period’s equilibrium level to 
both male and female job growth.  Moreover, previous 
lower female employment levels and higher production 
would restore the level of males and females 
employment for the next period.  Besides, according to 
the volatility model, the level of male employment 
reacts more to bad news than good news, on the other 
hand good news affects the volatility of male job 
growth.  The results from the Johansen cointegration 
based on a VAR system indicates that the level and 
job growth in male and female employment are 
interlinked with production and stock market over the 
four decades.  The evidence from cointegration and 
causality, however, it suggests that the production and 
stock market have little influence on the job growth 
and only marginally relate to the level of employment 
for the male work force.   
In summary, the empirical analysis suggests that the 
level of employment is mean-diverting in that the ‘root 
mean squared error’ and the ‘mean absolute error’ in 
forecasting is wider in the level of male employment 
and the evidence of difficulty to forecast for the male 
employment level into the future.  In contrast, the 
standard error of forecasting job growth reveals to be 
narrow to both male and female job growth so that 
there is evidence of a mean-reversing property in the 
job growth.  The policy implications from the main 
findings suggest that the old jobs might be replaced 
with new jobs; hence there is mean-diversion in the 
labour market. In addition, there are other sectors that 

have evolved over the four decades such as the 
services sectors including retail, health, and 
technology.  Therefore, production and financial 
market changes might not directly attributable to the 
levels of employment.  The job growth would be 
stationary to that mean reverting.  This study also 
identified the historically known crashes and crises 
those are statistically significant; however, the job 
growth is revealed to be strikingly stable throughout 
the decades.  Measuring the different types of shocks, 
less-obvious-shocks and unknown-risks on the level of 
employment remains for further study.   
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Level of UK industrial production (IP) and Stock prices (SP): 1971Q1-2010Q3 

 
 
 

Fig. 1- Distribution and trend in the level & growth of employment: 1971Q1-2010Q3 
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Table 1.1 Descriptive statistics of UK employment: 1971Q1-2010Q3 

 
MWF WWF GWWF GMWF 

 Mean 14581 10747 0.00207 -0.07948 
 Std. Dev. 559 1331 0.17320 0.16012 
 Skewness -0.31 -0.05 0.30651 0.11038 
 Kurtosis 1.77 1.55 3.62978 2.58338 
 Jarque-Bera 37.23 41.47 15.22279 4.38122 
 Probability 0.00 0.00 0.00050 0.11185 
 Notes: MWF, WWF, GWWF, and GMWF indicates the level of male work forces age between 16 and 64, the female 
work forces age between 16 and 59, the growth of female work forces 16 – 59 (x100), and the growth of male work 
forces 16 – 64 (x100) respectively. MWF and WWF, the observations used for MWF and WWF are 474, and GWF and 
GMWF are 473, respectively  
 
 

Table 1.2 Distribution of the level of UK employment for each decade 
1970's [1] [2] [3] [4] 

Second moment(Standard deviation) 154 278 11 20 
Third moment (Skewness) 0 0 0 0 

1980's     
Second moment(Standard deviation) 395 587 30 33 
Third moment (Skewness) 1 1 1 0 

1990's     
Second moment(Standard deviation) 402 302 17 10 
Third moment (Skewness) 0 1 0 0 

2000's     
Second moment(Standard deviation) 317 336 65 141 
Third moment (Skewness) 0 0 0 0 
Notes: [1] Male workforces (age 16-64); [2] Female workforces (age 16-59); [3]; Male all employment (16 and over) – 
male workforces (age 16-64); and [4] Female all employment (16 and over) – Female workforces (age 16-59).  
 

Table 1.3. Descriptive statistics of the job growth of UK for each decade 
 [1] [2]  [3] [4] [5] [6]  
 1970'   
Mean -0.0011 -0.0003 0.0002 -0.0010 0.0002 -0.0010 
Stdev 0.0055 0.0009 0.0009 0.0010 0.0008 0.0010 
Skewness -0.1582 -0.6272 -0.8030 -0.2484 -0.8343 -0.2816 
 1980'   
Mean 0.0003 -0.0005 0.0000 -0.0013 0.0000 -0.0013 
Stdev 0.0076 0.0018 0.0019 0.0017 0.0019 0.0017 
Skewness -0.2850 -1.1176 -0.8704 -1.1524 -0.7490 -1.2195 
 1990'   
Mean -0.0001 -0.0001 0.0002 -0.0005 0.0002 -0.0005 
Stdev 0.0091 0.0016 0.0021 0.0016 0.0020 0.0016 
Skewness 0.5297 -0.4355 -0.4320 -0.7341 -0.4518 -0.6157 
 2000’   
Mean -0.0045 -0.0005 -0.0004 -0.0006 -0.0003 -0.0004 
Stdev 0.0086 0.0014 0.0018 0.0017 0.0018 0.0018 
Skewness 0.6397 0.6263 2.1142 -0.1135 1.9370 -0.1151 
   1971-2010     
Mean -0.0014 -0.0004 0.0000 -0.0009 0.0000 -0.0008 
Stdev 0.0081 0.0015 0.0018 0.0016 0.0017 0.0016 
Skewness -0.2289 0.2855 0.2580 0.0633 0.3075 0.1107 
Notes: [1] is the growth gap between all workforces and all workforces;[2] the growth of all workforces; [3] the growth of 
man age over 16; [4] the growth of woman age over 16; [5] the growth of man workforce age between 16 and 64; [6] 
the growth of woman workforces age between 16 and 59.  
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Fig. 2- Instability in UK employment level during 1971 – 2010 

 
Notes: Instability is measured by the ratio between sample variance divided by the mean value.  Man_wf, Man_a-wf, 
woman_wf, and woman_a-wf respectively indicates: Male workforces (age 16-64); Female workforces (age 16-59); 
Male all employment (16 over) and Female all (16 over). 
 

Fig. 3- Evolution of non-working age employment growth: 1971 – 2010 

 
 

Fig.4-. Workforce jobs by industry (1978-2010) 

 
Source: Dataset name is ons1 from Office for National Statistics.  Notes: variables: Top-left-hand-side, Mining&Mnfg= 
sum of mining and quarrying and manufacturing jobs; Edu&Health=sum of education and human health and social work 
activities jobs; Infor&Fin=information, communication, financial and insurance jobs; Public sector jobs.  Unit, thousands.  
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Table 2- Unit root tests on the level and growth of UK employment: 1971-2010 
Unit root Tests : level of employment 

  All employment level  Women workforce level Man workforce level 
Test name Test option Level 1st differenced Level 1st differenced Level 1st differenced 
ADF Constant UR Not UR UR Not UR UR Not UR  
 Constant & Trend  UR Not UR UR Not UR UR Not UR  
PP Constant UR Not UR UR Not UR UR Not UR  
 Constant & Trend  UR Not UR UR Not UR UR Not UR  
KPSS Constant UR Not UR UR Not UR UR Not UR  
 Constant & Trend  UR Not UR UR Not UR UR Not UR  
ERS Constant UR Not UR UR Not UR UR Not UR  
 Constant & Trend  UR Not UR UR Not UR UR Not UR  
Ng-Perron Constant UR Not UR**1 UR Not UR**2 UR Not UR**3 
 Constant & Trend  UR Not UR UR Not UR UR Not UR  

Unit root Tests: growth of employment 
  Growth of all employment  Growth of women workforce Growth of man workforce 
Test name Test option Level 1st differenced Level 1st differenced Level 1st differenced 
ADF Constant Not UR Not UR Not UR Not UR Not UR Not UR  
 Constant & Trend  Not UR Not UR Not UR Not UR Not UR Not UR  
PP Constant Not UR Not UR Not UR Not UR Not UR Not UR  
 Constant & Trend  Not UR Not UR Not UR Not UR Not UR Not UR  
KPSS Constant Not UR Not UR Not UR Not UR Not UR Not UR  
 Constant & Trend  Not UR Not UR Not UR Not UR Not UR Not UR  
ERS Constant Not UR**4 Not UR Not UR Not UR Not UR Not UR  
 Constant & Trend  Not UR Not UR Not UR Not UR Not UR Not UR  
Ng-Perron Constant Not UR**5 Not UR Not UR**6 Not UR Not UR**8 Not UR  
 Constant & Trend  Not UR Not UR Not UR**7 Not UR Not UR Not UR  
Notes: Critical values for KPSS, NP, ER, and ADF are shown in Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1), 
Ng-Perron (2001, Table 1), Elliott-Rothenberg-Stock (1996, Table 1), MacKinnon (1996) one-sided p-value.  **1, Ng-
Perron test statistics reject for MSB (0.1798) at 5% where NP other asymptotic critical values reject the null of Mza, MZt 
and MPT, **2, Ng-Perron test statistics reject for MSB (1.5503) at 5% (3.17) where NP other asymptotic critical values 
reject the null of Mza, MZt and MPT; **3, Ng-Perron test statistics reject for MSB (0.184) at 5% (0.233) only where NP 
other asymptotic critical values reject the null of MZa, MZt and MPT; **4, Elliott-Rothenberg-stock test statistic at 5% 
(3.26) can be rejected with the test statistics (2.19) but not at 1% (1.99); **5, Ng-Perron test statistics cannot reject the 
null for MPT(1.550) at all significance levels where NP test statistics reject other asymptotic critical values MZa, MZt 
and MSB, **6, Ng-Perron test statistics -12.45, -2.48, 0.19 and 2.00 for Mza MZt MSB MPT cannot reject the null at 1% 
but reject the asymptotic critical values at 5% and 10%, **7, Ng-Perron test statistics-21.44, -3.26, 0.15, and 4.3 for 
Mza MZt MSB MPT cannot reject the null at 1% but reject the asymptotic critical values at 5% and 10%; and **8, Ng-
Perron test statistics -15.39, -2.73, 0.17, 1.744 for Mza MZt MSB MPT cannot reject the null at 1% but reject the 
asymptotic critical values at 5% and 10%.   
 

Table 3- Trend estimation on the level and growth of employment: 1971-2010 
Variable  Coefficient Std. Error t-Statistic Prob.   
LFA(-1)  0.996783 0.002514 396.5440 0.0000 
T  0.055398 0.027886 1.986565 0.0476 
LFA(-1)  1.000877 0.003201 312.6871 0.0000 
T  0.143809 0.051226 2.807319 0.0052 
T2  -0.000271 0.000132 -2.054519 0.0405 
DLFA(-1)  0.515881 0.039551 13.04330 0.0000   
MWF(-1)  0.997818 0.002047 487.3835 0.0000 
T  0.032785 0.008369 3.917274 0.0001 
MWF(-1)  0.999464 0.003424 291.8800 0.0000 
DMWF(-1)  0.696440 0.033162 21.00106 0.0000   
WWF(-1)  0.997194 0.002374 419.9831 0.0000 
T  0.067631 0.028700 2.356442 0.0189 
WWF(-1)  0.999390 0.003350 298.3246 0.0000   
T  0.110434 0.054267 2.035008 0.0424   
Notes: T is trend dummy variable for linear trend and T2 is time squared to reflect non-linear trend.   
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Table 4-Trend and Autoregressive models without structural breaks 1971:Q1 – 2010:Q3 
 
Log(WWF) Model 1 model 2 Model 1 Model 3 Model 4 
C 9.061* 54.3098 9.1117* 0.0244 0.1075 
T 0.0009* -0.0067 0.0007* 0 0 
AR(1)  0.9998* 1.3736* 0.5188* 0.3619* 
LOG(WWF(-1))    0.9974* 0.9883* 
AR(2)   -0.0988  0.2501* 
AR(3)   -0.2778  0.0865*** 
Log likelihood 1112 2377 2459 2446 2455 
Akaike info criterion -4.6817 -10.0369 -10.4193 -10.3462 -10.4202 
Durbin-Watson stat 0.0048 0.9641 2.045 2.2816 2.0133 
Log(MWF)      
C 9.5815* 8.8319* 9.5171* 0.062 0.1453 
T 0*** 0.0011 0.0002 0 0* 
AR(1)  0.9979* 1.4644* 0.9935* 0.4547* 
LOG(MWF(-1))    0.7022* 0.9848* 
AR(2)   -0.1356  0.301 
AR(3)   -0.3311  0.0782 
Log likelihood 872 2345 2519 2497 2514 
Akaike info criterion -3.6718 -9.902 -10.6731 -10.5655 -10.6744 
Durbin-Watson stat 0.002 0.6039 2.0434 2.445 2.0091 
GWWF      
C -0.0011* -0.0012* -0.0012* -0.0003* -0.0018* 
T 0* 0 0 0 0 
AR(1)  0.5156* 0.3536* -0.3672* 0.8568* 
GWWF(-1)    0.7421* -0.5095* 
AR(2)   0.2426*  -0.2135 
AR(3)   0.0783***  0.1581** 
Log likelihood 2377 2446 2454 2458 2450 
Akaike info criterion -10.0428 -10.3514 -10.4221 -10.4223 -10.4221 
Durbin-Watson stat 0.9645 2.2783 2.0113 2.0411 2.0292 
GMWF      
C 0.000541* 0.000516 0.000569 7.46E-05 0.0001 
T -2.19E-06* -2.12E-06 -2.40E-06 -3.27E-07 0 
AR(1)  0.698303* 0.446181* -0.38472* -0.4685* 
GMWF(-1)    0.853745* 0.9059* 
AR(2)   0.294749*  -0.1598* 
AR(3)   0.071771  -0.1273** 
Log likelihood 2344 2497 2513 2517 2510 
Akaike info criterion -9.903249 -10.5669 -10.67237 -10.67226 -10.67914 
Durbin-Watson stat 0.60272 2.440542 2.006276 2.039228 2.019829 
Notes: *, **, and *** is 1%, 5% and 10% significance level.  Log(WWF), Log(MWF), GWWF, and GMWF are semi-log 
models of first two panels for the level of woman work force, man work force, growth of woman work force, and growth 
of man work force.    
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Table 5- Estimation with structural breaks, industrial production and stock market: 1971-2010 
 
  Model 1.1 Model 1.2 Model 2.1 Model 2.2 
  LOG(WWF) LOG(MWF) GWWF GMWF 
C(1) 9.2075* 9.2010* -0.0004 -0.0003 
C(2) 0.0016** 0.0017* -0.0001 0.0000 
C(3) 0.0080 0.0338** -0.0007 0.0010 
C(4) -0.0002 -0.0010* 0.0001* 0.0000* 
C(5) 1.0023* 0.9957 0.5086 0.6966 
Log likelihood 2377 2348 2447 2497 
Akaike info criterion -10.0312 -9.9071 -10.3470 -10.5596 
Durbin-Watson stat 0.9688 0.6107 2.2696 2.4399 
 Model 1 Model 2 Model 3 Model 4 
  LOG(WWF) LOG(MWF) GWWF GMWF 
 
 Model 3.1 Model 3.2 Model 4.1 Model 4.2 
Variable LOG(WWF) LOG(MWF) GWWF GMWF 
     
C 9.0610*** 9.5821*** -0.0011*** 0.0005*** 
T 0.0009*** 0.0000 0.0000 0.0000*** 
D1 0.0125 0.0463*** -0.0001 0.0003 
D2 -0.0349*** -0.0409*** 0.0017*** 0.001332** 
D3 0.0024 -0.0703*** 0.0009 0.001427* 
D4 -0.0286 0.0466*** 0.0022*** 0.0030*** 
Akaike info criterion -4.7139 -3.7499 -10.0641 -9.9345 
Log likelihood 1123 895 2386 235 
Durbin-Watson stat 0.0237 0.0350 1.0072 0.6592 
 Model 5.1 Model 5.2 Model 6.1 Model 6.2 
 LOG(WWF) LOG(MWF) GWWF GMWF 
C 8.2814*** 9.0861*** 0.0110* 0.0266*** 
T 0.0007*** 0.0005*** 0.0000*** 0.0000*** 
D1 0.0086 0.0207 -0.0003 0.0004 
D2 -0.0230*** -0.0491*** 0.001352* 0.0008 
D3 -0.0040 -0.0569 0.0011** 0.0017*** 
D4 0.0022 0.0113 0.0010 0.0013** 
LOG(SP) 0.0106*** -0.0732*** -0.0011*** -0.0009*** 
LOG(IP) 0.1783*** 0.1455*** -0.0024* -0.0058*** 
Akaike info criterion -5.2234 -4.1354 -10.1290 -10.0783 
Log likelihood 1230 976 2378 2366 
Durbin-Watson stat 0.1060 0.0527 1.0868 0.7107 
Notes: structural break points entered as a dummy variable is 1973 September (oil shock and stock market crash in the 
UK between 1973-75), 1987 October (black Monday crash), 1992 September (black Wednesday stock market crash), 
1997 July (Asian crisis), 1998 August (Russian crisis), and 2008 September (Russian crisis and automotive industry 
crisis).  First panel, a dummy variable of 1997 September was set to estimate step-wise structural break.  Log(SP) and 
Log(IP) indicates stock index price, and industrial production index obtained from the IMF international financial 
statistics.  Both SP and IP were a rolling moving averaged series with 2 month intervals.  *, **, and *** is 10%, 5% and 
1% significance level. 
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Table 6- Volatility estimation with the EGARCH model: 1971-2010 
 
Table 6.1 LOG(WWF(-1)) LOG(MWF(-1)) GWWF GMWF 
C 0.0162* 0.0455 -0.0001* 0.0000 
LOG(y(t-1)) 0.9984* 0.9953* 0.8921* 0.8888* 
C(1) -2.2328* -2.9369* -0.3056* -0.1647** 
C(2) 0.5693* 0.9477* 0.3116* 0.1936* 
C(3) -0.0216 -0.1344** -0.0079* 0.0408*** 
C(4) 0.8657* 0.8335* 0.9950* 0.9985* 
Log likelihood 2417 2448 2619 2587 
 Akaike info criterion -10.1935 -10.3238 -11.0726 -10.9364 
Durbin-Watson stat 0.9484 0.5760 2.7811 2.8635 
Table 6.2      
C 0.0539* 0.0478* -0.0007 0.0001 
Gy(t-1) 0.9937* 0.9949* 0.9007* 0.8813* 
SP(-1) 0.0000 0.0000* 0.0000 0.0000 
IP(-1) 0.0001* 0.0000 0.0000 0.0000 
C(5) -1.5237** -2.3723** -0.2880* -0.1607* 
C(6) 0.4753* 0.7880* 0.3016* 0.1558* 
C(7) 0.0029 -0.1046 -0.0084 0.0506** 
C(8) 0.9143* 0.8709* 0.9957* 0.9970 
Log likelihood 2397 2464 2567 2607 
 Akaike info criterion -10.2111 -10.4965 -10.9349 -11.1047 
Durbin-Watson stat 1.0094 0.5881 2.8720 2.7423 
Notes: Estimator of maximum likelihood with ARCH (Marquardt)  assuming normal distribution, LOG(GARCH) = C(1) + 
C(2)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(3)*RESID(-1)/@SQRT(GARCH(-1)) + C(4)*LOG(GARCH(-1)) for the 
first panel results and LOG(GARCH) = C(5) + C(6)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(7)*RESID(-
1)/@SQRT(GARCH(-1)) + C(8)*LOG(GARCH(-1)) for the second panel results.  
 
 

Table 7- Vector Autoregression Estimates 
 LOG(MWF) LOG(WWF) LOG(IP) LOG(SP) 
LOG(MWF(-1)) 1.5310 0.3418 3.1011 0.1666 
 [ 37.5950] [ 7.5748] [ 3.2108] [ 0.22057] 
LOG(MWF(-2)) -0.5285 -0.3407 -3.1353 -0.3120 
 [-12.8778] [-7.4904] [-3.2211] [-0.40986] 
LOG(WWF(-1)) 0.2128 1.2589 0.2418 0.3529 
 [ 5.2005] [ 27.7564] [ 0.24907] [ 0.46474] 
LOG(WWF(-2)) -0.2200 -0.2682 -0.0531 -0.1867 
 [-5.4212] [-5.96318] [-0.05511] [-0.24790] 
LOG(SP(-2)) 0.0008 0.0037 0.0279 -0.7741 
 [ 0.47195] [ 2.0725] [ 0.72858] [-25.8759] 
C 0.0278 0.0700 -0.3923 -0.1153 
 [ 1.84325] [ 4.19049] [-1.09746] [-0.41236] 
Log likelihood 2505 2457 1029 1144 
Akaike AIC -10.7116 -10.5062 -4.3792 -4.8705 

 
 GMWF GWWF LOG(IP) LOG(SP) 
GMWF(-1) 0.3983 0.2779 -2.1286 -0.0344 
 -0.0465 -0.0532 -1.1490 -0.9046 
 [ 8.56881] [ 5.2231] [-1.85266] [-0.03807] 
GWWF(-1) 0.1593 0.2314 1.2676 -0.7941 
 -0.0416 -0.0476 -1.0282 -0.8095 
 [ 3.8292] [ 4.86081] [ 1.23280] [-0.98097] 
GWWF(-2) 0.0976 0.1401 0.6710 0.2114 
 -0.0415 -0.0475 -1.0257 -0.8076 
 [ 2.3519] [ 2.94972] [ 0.65419] [ 0.26177] 
C 0.0039 -0.0107 0.7891 -0.1120 
 -0.0037 -0.0042 -0.0901 -0.0710 
 [ 1.06859] [-2.5571] [ 8.7560] [-1.57773] 
Log likelihood 2518 2456 1024 1135 
Akaike AIC -10.7703 -10.5004 -4.3552 -4.8335 
Notes: t-statistics in [ ] 
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Table 8- Covariance and Correlation in level and growth of employment 1971-2010 
 
Covariance LOG(MWF)  LOG(WWF)   Covariance GMWF  GWWF  
LOG(MWF)  0.0015   GMWF  0.0000  
LOG(WWF)  0.0005 0.0155  GWWF  0.0000 0.0000 
LOG(IP)  0.0003 0.0151  LOG(IP)  -0.0001 0.0000 
LOG(SP)  -0.0042 0.1297  LOG(SP)  -0.0004 0.0000 
       
Correlation LOG(MWF)  LOG(WWF)   Correlation GMWF  GWWF  
LOG(MWF)  1.0000   GMWF  1.0000  
LOG(WWF)  0.1029 1.0000  GWWF  0.5529 1.0000 
LOG(IP)  0.0524 0.9034  LOG(IP)  -0.2912 -0.0131 
LOG(SP)  -0.1001 0.9584  LOG(SP)  -0.2298 0.0224 
 
 

Table 9- Causality with 2 and 4 time lag intervals  in level and growth of employment 1971-2010 
Null hypothesis: column does not cause row       
4 LAGS GMWF GWWF LOG(IP) LOG(SP) 4 LAGS LOG(MWF) LOG(WWF) LOG(IP) LOG(SP) 
GMWF  7.20   LOG(MWF) 5.19   
GWWF 8.42    LOG(WWF) 12.90   4.44 
LOG(IP) 2.41   7.74 LOG(IP) 2.33 4.18  7.74 
LOG(SP)     LOG(SP)     
2 LAGS     2 LAGS     
GMWF  7.49   LOG(MWF) 16.38 2.84  
GWWF 18.53    LOG(WWF) 38.53  6.07 11.14 
LOG(IP) 2.59   25.81 LOG(IP)  30.40  25.81 
LOG(SP)     LOG(SP)     
Notes: F-statistics (at least 5% level of significance) 
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Table 10- Johansen test for cointegration -number of Cointegrating Relations by Model: 1971-2010 
 
Data Trend: None None Linear Linear Quadratic 
Growth: Test Type No Intercept Intercept Intercept Intercept Intercept 

lags 1-2 No Trend No Trend No Trend Trend Trend 
Trace 2 3 3 3 3 
Max-Eig 2 3 3 3 3 
lags 1-4      
Trace 2 3 3 2 3 
Max-Eig 2 3 3 3 3 
lags 1-6      
Trace 1 2 3 2 2 
Max-Eig 1 2 3 2 2 
lags 1-12      
Trace 2 1 1 1 1 
Max-Eig 0 1 1 1 1 

Level: Test Type      
lags 1-2      
Trace 3 3 4 2 1 
Max-Eig 3 2 2 1 1 
lags 1-4      
Trace 3 3 4 2 1 
Max-Eig 3 3 4 1 1 
lags 1-6      
Trace 3 3 2 1 1 
Max-Eig 3 3 2 1 1 
lags 1-12      
Trace 2 1 1 1 1 
Max-Eig 0 2 0 1 0 
 Information Criteria by Rank and Model   
Data Trend: None None Linear Linear Quadratic 
Growth: lags 1-2 Log Likelihood by Rank (rows) and Model (columns) 
2 7186.238 7201.358 7203.994 7206.793 7207.093 
3 7189.563 7214.266 7216.849 7220.433 7220.671 
lags 1-4      
2 7263.098 7275.634 7277.411 7279.661 7279.793 
3 7265.431 7285.591 7287.289 7289.641 7289.772 
      
1 7299.686 7304.373 7306.788 7309.957 7310.574 
2 7308.502 7317.703 7319.72 7322.912 7323.01 
3 7311.14 7325.194 7327.153 7330.379 7330.454 
lags 1-12      
0 7626.937 7626.937 7630.076 7630.076 7631.172 
1 7637.939 7644.677 7647.792 7650.959 7651.939 
2 7647.974 7654.987 7657.866 7661.39 7662.273 
Level: lags 1-2      
1 7193 7194.676 7208.577 7216.188 7225.172 
2 7215.299 7219.147 7220.082 7227.889 7233.645 
3 7221.972 7226.903 7226.993 7234.937 7238.927 
4 7222.426 7230.23 7230.23 7238.927 7238.927 
lags 1-4      
1 7252.934 7255.124 7265.159 7272.37 7280.439 
2 7271.193 7273.894 7276.067 7283.292 7290.767 
3 7280.391 7284.093 7284.126 7291.526 7295.931 
4 7280.738 7287.025 7287.025 7295.986 7295.986 
lags 1-12      
0 7634.04 7634.04 7639.449 7639.449 7645.89 
1 7645.965 7650.854 7652.89 7655.792 7658.961 
2 7657.675 7662.589 7663.976 7666.899 7669.084 
 Notes: *Critical values based on MacKinnon-Haug-Michelis (1999), Selected (0.05 level*),  
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Variable Model 1.1:mwf Model 1.2:mwf Model 1.3: mwf Model 2.1:wwf Model 2.2:wwf Model 2.3: wwf 
RMSE 814 309.7 309.5 529 276 113 
MAB 637 248 255 440 245 85 
Notes: RMSE is Root Mean Squared Error; and MAE,  Mean Absolute Error. Model 1.1 and 2.1 include their own 
lagged variable; Model 1.2 and 2.2 include their own lagged and each man and woman’s level of employment and their 
lagged variables; Model 1.3 and 2.3 include production and stock market variables in addition to all variables in Model 
1.2 and 2.2.  In the figures below, WWFF and MWFF are the forecasting variable of female work force and male work 
force respectively.  The level of female work forces has narrowed standard error with more foreseeable upward 
direction including five year out-of-same period, actual observations used for the estimation are 474.  The White 
heteroscedasticity consistent coefficient covariance was used in each estimation.   The left-hand side column are the 
forecasted levels of male employment; and  on the right-hand-side column are the forecasted levels of female 
employment.   
 
 

 

 

 
 
 

Fig. 5.1- Forecasting of the level in employment with 2 standard error: 1971-2015 
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 Model 3.1:gmwf Model 3.2:gmwf Model 3.3: gmwf Model 4.2:gwwf Model 4.3: gwwf Model 4.3: gwwf 
RMSE 0.0017 0.00127 0.0012 0.0016 0.00125 0.0012 
MAB 0.0013 0.001 0.001 0.0013 0.001 0.001 
Notes: RMSE is Root Mean Squared Error; and MAE is Mean Absolute Error. Model 3.1 and 4.1 includes own lagged 
variable; Model 3.2 and 4.2 include own lagged and each man and woman’s job growth and their lagged variables; 
Model 3.3 and 4.3 include production and stock market variables in addition to all variables in Model 1.2 and 2.2.  In the 
figures below, GWWFF and GMWFF are the forecasting variable of woman work force and man work force 
respectively.  The forecasting includes five year out-of-same period in addition to the entire sample period (1971Q1-
2010Q3).  
 

 
 

 
 

 
Fig. 5.2- Forecasting of the growth in employment with 2 standard error: 1971-2010 
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