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Abstract-  In this paper, an efficient approach for medical image segmentation based on Skew Gaussian distribution using 
EM algorithm is proposed. It is necessary to classify the brain voxels into one of the 3 main tissues mainly Gray matter 
(GM), White matter (WM) and Cerebro Spinal fluid (CSF) in any brain MRI image. Quantization of Gray & White matter is a 
topic of concern in neuro-degenerative disorders. Viz., Alzheimer disease and Parkinson’s diseases. Hence, it is necessary 
to identify the tissue more efficiently. In this approach we used Skew Gaussian distribution to classify the tissue voxels and 
the updated parameters are obtained using EM algorithm. The outputs generated are evaluated using the medical image 
quality metrics. Experimentation is carried out on two different T1 weighted brain images.  
Keywords- Segmentation, Skew Gaussian distribution, Classification, medical image quality metrics, Finite Gaussian 
Mixture Model 
 
Introduction 
The field of medical imaging improved significantly with 
recent advancements in technology. The wide spread 
availability of suitable detectors have helped for the rapid 
development of new technologies for monitoring, 
diagnosing and as well as treatment of the patients. Many 
models were utilized to identify the diseases, but MRI brain 
segmentation has gained popularity over the other models 
because of the non-ionizing radiation that is being used. 
Many researchers have developed models for the medical 
image segmentation, in particular to the brain 
segmentation [1-5]. Among these models, brain 
segmentation based on Gaussian Mixture models has 
gained significant importance [2, 3], this is due to the fact 
of the basic assumption that the pixel intensities inside the 
image regions of a medical image follow a bell shaped 
distribution and hence to identify the patterns of the pixels 
inside these image regions, a bell shaped distribution i.e., 
Gaussian distribution is utilized [6]. These approximations 
of using a Gaussian Mixture models for the brain images is 
a crude approximation, since, in reality the pattern of the 
pixels inside the image regions may be Mesokurtic or 
Leptokurtic i.e., the shape of the pixels may be either 
symmetric or asymmetric. Hence, assuming that the pixel 
intensities to follow a bell shaped distribution is a crude 
approximation [7]. Therefore, in order to segment the 
medical images more approximately, it is needed to have a 
better distribution that contains Gaussian distribution as a 
particular case. In this paper, Skew Gaussian mixture 
model is utilized for segmenting the medical images. The  
 

 
 
advantage of this model is that, it contains Gaussian 
distribution as a particular case. The performance 
evaluation of the developed method is analyzed using 
quality metrics like Jaccard coefficient (JC) and Volume 
Similarity (VS). A comparative study with respect to GMM 
is also presented.  The experimentation is carried out 
using both T1 and T2 weighted brain medical images. 
The rest of the paper is organized as follows: Section-2 
describes the K-Means algorithm and the details of Skew  
Gaussian distribution is presented in section-3. Section-4 
discusses about the initialization of parameters and 
updation of parameters is explained in section-5. In 
section-6, segmentation algorithm is proposed and the 
experimental results and performance evaluation is done 
in section-7 and Section-8. Finally, section-9 concludes the 
paper. 

   
K – Means Algorithm 
The main disadvantage of unsupervised learning algorithm 
is the conversion of heterogeneous to homogeneous data. 
Many segmentation algorithms have been developed and 
analyzed [1]. But, the main disadvantage of segmentation 
algorithm is that it differs from application to application 
and there exists no unique segmentation model which 
suits for all purposes [7]. In order to segment the 
unsupervised data, K-means algorithm is used. K-means 
algorithm is one of the simplest partition clustering 
methods. The main disadvantage of K-means algorithm is 
to identify the initial value of K. Hence, a histogram is 
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utilized for the initialization of K. The K-means algorithm is 
given below. 
Inputs: 

P = { 1, 2, ........ k } (Pixels to be clustered) 
K (No of Clusters) 

Outputs: 
C = { 1, 2,........ k } (Cluster Centroids) 
m: P -> {1, 2…K} (Cluster Membership) 

Algorithm K-Means: 
Set C to initial value (e.g. Random selection of  
P) 
For each pi ∈ P 

m (pi) =    		distance	(p୧, c୨)୨	∈	{ଵ..୬}
ୟ୰୥୫୧୬  

End 
While m has changed 

For each j ∈ {1…..K) 
Recompute ci as the centroid 

of   
{p | m (p) = i) 

End 
For each pi ∈	P 
m (pi) = 		distance	(p୧, c୨)୨	∈	{ଵ..୬}

ୟ୰୥୫୧୬ 	 
End 

 End 
End 

 
Skew Gaussian distribution 
The pixels intensities inside the medical images may not 
be symmetric or bell shaped due to several factors 
associated like part of the body, bone structure etc. In 
these cases, the pixels are distributed asymmetrically and 
follow a skew distribution. Hence, to categorize these sorts 
of medical images, Skew Gaussian distribution is well 
suited. Every image is a collection of several regions. To 
model the pixel intensities inside these image regions, we 
assume that the pixels in each region follow a Skew 
normal distribution, where the probability density function 
is given by 

  
(ݖ)݂ = ∝)ߔ.(ݖ)∅.2 z); 											−∞ < ݖ < ∞      
 (1) 
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Substituting equations (2), (3), and (4) in equation (1), 
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 (5) 

 
Fig. 1-Image Intensity Graph 

 
Initialization of Parameters 
In order to initialize the parameters, it is needed to obtain 
the initial values of the model distribution. The initial 
estimates of the Mixture model µi, σi, λi and αi where 
i=1,2,…..,k are estimated using K-Means algorithm as 
proposed in section II. It is assumed that the pixel 
intensities of the entire image is segmented into a K 
component model πi, i=1,2,..,k with the assumption that πi 
= 1/k where k is the value obtained from K-Means 
algorithm discussed in section-2. 
 
Updation of Initial Estimates through EM algorithm 
The initial estimates of µi, σi and αi that are obtained from 
section – 4 are to be refined to obtain the final estimates. 
For this purpose EM algorithm is utilized. The EM 
algorithm consists of 2 steps E-step and M-Step. In the E-
Step, the initial estimates obtained in section – 4 are taken 
as input and the final updated equations are obtained in 
the M-Step. The updated equations for the model 
parameters µi, σi and αi are given below. 

 
μ(୪ାଵ) =

y + 	σଶ	(୪) + 		 ଵ
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	dt
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Segmentation Algorithm 
After obtaining the final estimates, the next step is image 
reconstruction by allocating the pixels to the segmentation. 
This operation is done by segmentation algorithm. This 
segmentation algorithm is given as follows: 

 
Step-1:  Obtain the pixel intensities of the gray image. 

Let they be represented by xij. 
Step-2: Obtain the number of regions by k-means 

algorithm and divide the (image) pixel into 
regions.   

Step-3:   For each region obtain the initial estimates 
using moment methods of estimation for 
µi, σi. Let αi=1/k be the initial estimate for 
αi. 

Step-4:  Obtain the refined estimates of µi, σi, αi for 
i=1….k using updated equations for the 
parameters derived by EM algorithm with 
step 3 estimates as initial estimates. 

Step-5: Implement the segmentation and retrieval 
algorithm by considering maximum 
Likelihood estimate. 

Step-6:   With the step 5 obtain the image quality 
metric.  

Step-7: The image segmentation is carried out by 
assigning each pixel into a proper region 
(Segment) according to maximum likelihood 
estimates of the jth element Lj according to 
the following equation 
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Experimentation 
 

INPUT IMAGE       OUTPUT IMAGE 
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Fig. 2-Brain MRI images 

 
The above developed segmentation algorithm is applied 
on brain images obtained from web brain images. To 
evaluate our developed algorithm, both T1 & T2 weighted 
images were utilized. We have considered mainly 2 
images on brain having deformities. The white matter and 
gray matter are segmented appropriately by the developed 
algorithm, where by helping out in the identification of 
damaged tissues. 

 
Performance Evaluation 
In order to evaluate our proposed model, we demonstrated 
our segmentation algorithm with Finite Skew Gaussian 
Mixture Model with K-Means algorithm and applied it to 
eight different images both of type T1 and T2. In T1 
weighted images the water is shown as darker and fat as 
brighter and in T2 images fat is shown as darker and White 
matter is shown lighter. Among these images, T1 images 
provide good gray matter and it highlights the fat 
decomposition. The input medical images are obtained 
from brain web images. We have assumed that the pixel 
intensities inside the brain images are non-symmetric and 
follow a Skew Gaussian distribution and the whole medical 
image is a mixture of Skew Gaussian distribution. The 
initialization of parameters for each segment is done using 
K-Means algorithm. The performance evaluation of the 
retrieved images can be done by subjective testing or 
objective testing. Objective testing is always preferred 
since they are based on numeric results. The performance 
of developed algorithm is evaluated by using quality 
metrics given by Eskicioglu et al[14]. The performance of 
the developed algorithm was compared with the medical 
Image Segmentation algorithm based on Finite Gaussian 
Mixture Model by using image quality metrics namely, 
Average Difference, Maximum Distance, Image Fidelity, 
Mean Squared Error, Signal to Noise Ratio, Jaccard index 
and Volume Similarity. The formulas for evaluating these 
metrics are given below in Table-1. 
The developed method is compared with Gaussian Mixture 
Model.  The results are shown in Table-2 and Table-3 and 
the corresponding graphs are shown in Graphs-1 and 
Graphs-2. From the Table – 2, Table – 3, Graph-1, Graph-
2 and Figure – 2 it can be clearly observed that the 
developed algorithm performs much superior to the 
existing algorithm with respect to image quality metrics. 
This model is well suited in particular for medical image, 
where the shape of the image depends on the body 
structure. 

 
 
 
 

Table 1- Image Quality Metrics Formulae 
Quality metric Formula to Evaluate 

Average 
Difference 

∑ ∑ (݇,݆)ܨ] ෠ேܨ	−
௞ୀଵ ெܰܯ	/	[(݇,݆)

௝ୀଵ   
Where M,N are image matrix rows and 
colomns 

Maximum 
Distance Max{| ܨ(݆, ݇) ,݆)෠ܨ − ݇)|} 

Image Fidelity 

1−	ൣ∑ ∑ (݇,݆)ܨ]	 −ே
௞ୀଵ

ெ
௝ୀଵ

෠ܨ	 (݆, ݇)]ଶ	/	∑ ∑ ,݆)ܨ]	 ݇)ே
௞ୀଵ )]ଶ		ெ

௝ୀଵ ൧  
Where M,N are image matrix rows and 
colomns 

Mean Squared 
error 

ଵ
ெே
	∑ ∑ {	(݇,݆)ܨ}ܱ]	 −ே

௞ୀଵ
ெ
௝ୀଵ

෠ܨ}ܱ (݆, ݇)}]ଶ/ 	∑ ∑ ଶே(݇,݆)ܨ}ܱ]
௞ୀଵ

ெ
௝ୀଵ 	  

Where M,N are image matrix rows and 
colomns 

Signal to noise 
ratio 

20. logଵ଴ ቀ
ெ஺௑಺
√ெௌா

ቁ	  
Where, MAXI is maximum possible pixel 
value of image, MSE is the Mean squared 
error 

Jaccard quotient 

|௑	∩	௒	|
|௑	∪	௒	|

= 	 ୟ
ୟାୠାୡ

  

Where, ܽ = |ܺ	 ∩ ܻ	|, ܾ = 	 ቚ௑
௒
ቚ,     c=

ቚ௒
௑
ቚ,      d= 	 |ܺ	 ∪ ܻതതതതതതതത|  and X, Y are input 

and output image intensities 

Volume 
Similarity 

1−	 ห|௑|ି	|௒|	ห
|௑|ା	|௒| = 1−	 |௕ି௖|

ଶ௔ା௕ା௖
  

Where, ܽ = |ܺ	 ∩ ܻ	|,    ܾ = 	 ቚ௑
௒
ቚ,     

c= ቚ௒
௑
ቚ,      d= 	 |ܺ	 ∪ ܻതതതതതതതത| and X, Y are 

input and output image intensities 
 

Table 2- Segmentation Quality Metrics 

Image Quality 
Metric GMM 

Skew GMM 
with k-
Means 

Standard 
Limits 

Standard 
Criteria 

B0S1 JC 
VS 

0.089 
0.432 

0.689 
0.733 

0 to 1 
0 to 1 

Close to 1 
Close to 1 

B0S2 JC 
VS 

0.0677 
0.3212 

0.7656 
0.8767 

0 to 1 
0 to 1 

Close to 1 
Close to 1 

B0S3 JC 
VS 

0.0434 
0.123 

0.6567 
0.812 

0 to 1 
0 to 1 

Close to 1 
Close to 1 

B0S4 JC 
VS 

0.0456 
0.2233 

0.7878 
0.3232 

0 to 1 
0 to 1 

Close to 1 
Close to 1 

B1S1 JC 
VS 

0.141 
0.313 

0.776 
0.397 

0 to 1 
0 to 1 

Close to 1 
Close to 1 

B1S2 
JC 
VS 

0.098 
0.0433

4 
0.7892 
0.878 

0 to 1 
0 to 1 

Close to 1 
Close to 1 

B1S3 JC 
VS 

0.0222 
0.3223 

0.8926 
0.3429 

0 to 1 
0 to 1 

Close to 1 
Close to 1 

B1S4 JC 
VS 

0.455 
0.329 

0.762 
0.7001 

0 to 1 
0 to 1 

Close to 1 
Close to 1 
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Table 3-Image quality metrics 

Image Quality Metric GMM 
Skew 
GMM 
with 
K-Means 

Standard 
Limits 

Standard 
Criteria 

 

Average Difference 
Maximum Distance 
Image Fidelity 
Mean Squared error 
Signal to noise ratio 

0.573 
0.422 
0.416 
0.04 
17.41 

0.773 
0.922 
0.875 
0.134 
29.23 

-1 to 1 
-1 to 1 
0 to 1 
0 to 1 
-∞  to ∞ 

Closer to 1 
Closer to 1 
Closer to 1 
Closer to 0 
As big as 
Possible 

      

 

Average Difference 
Maximum Distance 
Image Fidelity 
Mean Squared error 
Signal to noise ratio 

0.37 
0. 221 
0.336 
0 2404 
14.45 

0.876 
0.897 
0.876 
0.211 
35.65 

-1  to 1 
-1 to 1 
0 to 1 
0 to 1 
-∞  to ∞ 

Closer to 1 
Closer to 1 
Closer to 1 
Closer to 0 
As big as 
Possible 

      

 

Average Difference 
Maximum Distance 
Image Fidelity 
Mean Squared error 
Signal to noise ratio 

0.456 
0.345 
0.44 
0.22 
19.88 

0.76 
0.879 
0.86 
0.23 
37.98 

-1  to 1 
-1 to 1 
0 to 1 
0 to 1 
-∞  to ∞ 

Closer to 1 
Closer to 1 
Closer to 1 
Closer to 0 
As big as 
Possible 

      

 

Average Difference 
Maximum Distance 
Image Fidelity 
Mean Squared error 
Signal to noise ratio 

0.231 
0. 224 
0.212 
0.24 
21.42 

0.473 
0.977 
0.813 
0.121 
33.28 

-1  to 1 
-1 to 1 
0 to 1 
0 to 1 
-∞  to ∞ 

Closer to 1 
Closer to 1 
Closer to 1 
Closer to 0 
As big as 
Possible 

      

 

Average Difference 
Maximum Distance 
Image Fidelity 
Mean Squared error 
Signal to noise ratio 

0.342 
0.317 
0.391 
0.2514 
3.241 

0.764 
0.819 
0.812 
0.228 
5.514 

-1  to 1 
-1 to 1 
0 to 1 
0 to 1 
-∞  to ∞ 

Closer to 1 
Closer to 1 
Closer to 1 
Closer to 0 
As big as 
Possible 

      

 

Average Difference 
Maximum Distance 
Image Fidelity 
Mean Squared error 
Signal to noise ratio 

0.21 
0.21 
0.2134 
0.06 
13.43 

0.3653 
0.892 
0.787 
0.145 
49.22 

-1  to 1 
-1 to 1 
0 to 1 
0 to 1 
-∞  to ∞ 

Closer to 1 
Closer to 1 
Closer to 1 
Closer to 0 
As big as 
Possible 

      

 

Average Difference 
Maximum Distance 
Image Fidelity 
Mean Squared error 
Signal to noise ratio 

0.3232 
0.123 
0.233 
0.01 
11.11 

0.322 
0.212 
0.897 
0.4345 
27.267 

-1  to 1 
-1 to 1 
0 to 1 
0 to 1 
-∞  to ∞ 

Closer to 1 
Closer to 1 
Closer to 1 
Closer to 0 
As big as 
Possible 

      

 

Average Difference 
Maximum Distance 
Image Fidelity 
Mean Squared error 
Signal to noise ratio 

0.314 
0.241 
0.293 
0.18 
21.214 

0.338 
0.249 
0.683 
0.197 
78.19 

-1  to 1 
-1 to 1 
0 to 1 
0 to 1 
-∞  to ∞ 

Closer to 1 
Closer to 1 
Closer to 1 
Closer to 0 
As big as 
Possible 
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Graph – 1: Graphs for Jaccard Coefficient and Volume Similarity 

 

 
a) Average Difference     b) Maximum Distance 

 

 
c) Image Fidelity     d) Mean Squared error 

 

 
e) Peak Signal to noise ratio 

 
Graph-2: Image quality metrics 

 
 

Conclusion 
In brain medical analysis, segmentation plays a vital role. 
In particular cases such as Acoustic neuroma, it is 
assumed that there is a possibility of hearing loss, 
dizziness and other symptoms related to brain. Some 
acoustic neuromas can be treated with surgery. Therefore, 
it is needed to segment the image more accurately, which 
helps to identify the damaged tissues to be repaired and 
can be corrected by surgery. Hence, in this paper, a new 

novel segmentation algorithm based on Skew Gaussian 
distribution is proposed which helps to identify the tissues 
more accurately. Due to the basic structure of Skew 
Gaussian distribution, it is well suited for both symmetric 
as well as asymmetric distribution. The performance 
evaluation is carried out by using quality metrics. The 
results show that, this developed algorithm outperforms 
the existing algorithm.  
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