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Abstract— Microarrays have become the effective, broadly used tools in biological and medical research to 
address a wide range of problems. Many statistical methods are available for analyzing and systematizing the 
complex data into meaningful information, and one of the main goals in analyzing gene expression data is the 
detection of samples or genes with similar expression pattern. In microarray cluster analysis, there is a challenging 
problem; the dimension of gene expression is much larger than the sample size. The sample based clustering is to 
find the phenotype structure or substructure of the samples. Currently most of research work focuses on the 
supervised analysis, relatively less attention has been paid to unsupervised approaches in sample based analysis 
which is important when domain knowledge is incomplete or hard to obtain. The standard k-means clustering 
algorithm is used for much practical application. But its output is quite sensitive to initial position of cluster centers 
and the dimension of data. In this paper, we present a new framework for unsupervised sample based clustering 
using informative genes for microarray data. We propose the method to find initial Centroid for k-means and we 
have used similarity measure to find the informative genes. The goal of our clustering approach is to perform 
better cluster discovery on sample with informative gene. We have applied our proposed method to cancer data 
sets. By comparing the results of original and new approach, it was found that the results obtained are more 
accurate. 
Keywords: k-means; informative gene; dimension reduction; initial centroid; microarray gene data 
 
Introduction  
Mining microarray gene expression data is an 
important research topic in bioinformatics with broad 
applications. Microarray technologies are powerful 
techniques for simultaneously monitoring the 
expression of thousands of genes under different 
sets of conditions. Gene expression data can be  
analyzed  in two ways: unsupervised and 
supervised analysis. In supervised analysis, 
information about the structure/groupings of the 
object is assumed known or at least partially known. 
This prior knowledge is used in analysis process. In 
unsupervised analysis, prior knowledge is not 
known. 
Clustering of gene expression data can be divided 
into two main categories.  
Gene-based clustering and  
Sample-based clustering [3].  
In gene based clustering, genes are treated as 
objects and samples are features or attributes for 
clustering. The goal of gene-based clustering is to 
identify differentially expressed genes and sets of  
 

 
 
genes or conditions with similar expression pattern 
or profiles, and to generate a list of expression 
measurements.  
In Sample based clustering, samples are treated as 
objects and genes are features for clustering. 
Sample based clustering can be used to reveal the 
phenotype structure or substructure of samples. 
Applying the conventional clustering methods to 
cluster samples using all the genes as features may 
degrade the quality and reliability of clustering 
results.  
The standard k-means algorithm [11] is effective in 
producing clusters for many practical applications. 
But the computational complexity of the original k-
means algorithm is very high in high dimensional 
data.  A clustering algorithm typically considers all 
features of the data in an attempt to learn as much 
as possible about the objects. However, with high 
dimensional data, many features are redundant or 
irrelevant. The redundant features are of no help for 
clustering; even worse, the irrelevant features may 
hurt the clustering results by hiding clusters in 
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noises. There are many approaches to address this 
problem [10]. The simplest approach is dimension 
reduction techniques including principal component 
analysis (PCA) and random projection. In these 
methods, dimension reduction is carried out as a 
preprocessing step. Different methods have been 
proposed [2] by combining PCA with k-means for 
high dimensional data. 
Golub et al, (1999) [5] have demonstrated that the 
phenotypes of samples can be discriminated by 
employing only a small subset of genes whose 
expression levels strongly correlate with the class 
distinctions. These genes are called    informative 
genes. The remaining genes are irrelevant to the 
classification of samples of interest and thus are 
regarded as noise. To select informative genes, 
neighborhood analysis approach, supervised 
learning method and ranking based methods are to 
be included. Here we will focus on sample based 
clustering using k-means.  
The accuracy of the k-means clusters heavily 
depending on the random choice of initial centroids. 
If the initial partitions are not chosen carefully, the 
computation will run the chance of converging to a 
local minimum rather than the global minimum 
solution. The initialization step is therefore very 
important. To combat this problem it might be a 
good idea to run the algorithm several times with 
different initializations. If the results converge to the 
same partition then it is likely that a global minimum 
has been reached. This, however, has the 
drawback of being very time consuming and 
computationally expensive.  
In this paper, we propose the new approach to 
unsupervised sample based clustering by selecting 
informative genes. Here we also proposed the 
method to find the initial centroid for k-means 
algorithm 
 
K-means clustering algorithm 
K-means is a prototype-based, simple partition 
clustering technique which attempts to find a user-
specified k number of clusters. These clusters are 
represented by their centroids. A cluster centroid is 
typically the mean of the points in the cluster. This 
algorithm is simple to implement and run, relatively 
fast, easy to adapt, and common in practice. The 
algorithm consist of two phases: the first phase is to 
define k centroids, one for each cluster. The next 
phase is to take each point belonging to the given 
data set and associate it to nearest centroid. The k-
means algorithm works as follows: 
a)  Select initial centroid of the k clusters. Repeat 

steps b through c until the cluster 
membership stabilized. 

b) Generate a new partition by assigning each 
data to its closest cluster centroid. 

c) Compute new cluster centroid for each cluster. 

The most widely used convergence criteria (1) for 
the k-means algorithm is minimizing the SSE (Sum 
Squared Error). 

2k
SSE x

i jx cj 1
i j

µ∑ ∑= −
∈=

  (1)                                 

Where 
1

µ x
j ix cn i jj

∑=
∈

denotes the mean of 

cluster cj and nj denotes the no. of instances in cj. 
The k-means algorithm always converges to a local 
minimum. The particular local minimum found 
depends on the starting cluster centroids. The k-
means algorithm updates cluster centroids till local 
minimum is found.  
Before the k-means algorithm converges, distance 
and centroid calculations are done while loops are 
executed a number of times, say l, where the 
positive integer l is known as the number of k-
means iterations.  The precise value of l varies 
depending on the initial starting cluster centroids 
even on the same dataset. So the computational 
complexity of the algorithm is O(nkl), where n is the 
total number of objects in the dataset, k is the 
required number of clusters and l is the number of 
iterations. The time complexity for the high 
dimensional data set is O(nmkl) where m is the 
number of dimensions.                
 
Existing Methods 
In sample clustering problems, it is common to 
come up against the challenges of high dimensional 
data due to small sample volume and high feature 
dimensionality. High dimensional data not only bring 
computational complexity, but also degrade a 
classifier’s performance. In addition traditional 
clustering techniques may not be effective in 
detecting the sample patterns because the similarity 
measures used in these methods are based on the 
full gene space and cannot handle the heavy noise 
existing in the gene expression data. Therefore it is 
necessary to conduct feature selection on the gene 
dimension and identify informative genes prior to 
the clustering on the samples.  
Two general strategies have been employed to 
address the problem of unsupervised clustering.  

 
1. unsupervised gene selection 
2. Interrelated clustering 
.  

The first strategy difference the gene selection and 
sample clustering as independent process. First the 
gene dimension is reduced then the conventional 
clustering is applied. 
Linear transformation methods transform the data 
into some new space that has some desirable 
properties. Principal component analysis (PCA) [8] 
and Independent component analysis (ICA) [6, 7] 
are two linear transformation methods widely used 
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in microarray analysis. PCA projects the data into a 
new space spanned by the principal components. 
Each successive principal component is selected to 
be orthogonal to the previous one, and to capture 
the maximum information that is not already present 
in the previous components. Applied to expression 
data, PCA finds principal components, the 
eigenarrays, which can be used to reduce the 
dimension of expression data for visualization, 
filtering of noise and for simplifying the subsequent 
computational analysis [1, 13]. Originally used in 
blind source separation (BSS) problems [9], ICA 
aims to find a transformation that decomposes an 
input datasets into components so that each 
component is statistically independent from the 
others as possible. ICA has advantage over PCA 
because ICA exploits higher order statistics and has 
no restriction on its transformation, whereas PCA 
exploits only second order statistics and is restricted 
to orthogonal transformation. In 2006, zhu et. Al. 
[19] applied ICA in gene dimension reduction and 
identified informative genes prior to the clustering. 
In our previous work [16], the new approach was 
proposed to find the initial centroid and reduce the 
dimension using PCA. 
The second strategy can be suggested to 
dynamically use the relationship between the genes 
and samples and iteratively combine the clustering 
process and gene selection process. Xing et al. [18] 
presented a sample-based clustering algorithm 
named CLIFF (Clustering via Iterative Feature 
Filtering) which iteratively use sample partitions as a 
reference to filter genes. CLIFF first uses a two-
component Gaussian model to rank all genes in 
terms of their discriminability and then select a set 
of most discriminant genes. It then applies a graph-
theoretical clustering algorithm to generate initial 
partition for the samples and the selected genes. 
Tang et al. [17] proposed new framework for 
unsupervised analysis of gene expression data. 
This framework, dynamically use the relationship 
between the groups of the genes and samples while 
iteratively clustering through both gene-dimension 
and sample-dimension.  
This paper proposed new approach for sample 
based clustering using informative genes selected 
by cosine measure. Clustering with informative 
gene dimension will benefit the accuracy 
improvement of class discovery. 
 
Proposed Method  
In unsupervised sample based clustering, once 
informative genes have been identified, then it is 
relatively easy to use conventional clustering 
algorithms to cluster samples. The standard k-
means can be used for partition. But the accuracy 
of the clustering results heavily depends on the 
initial centroid and the dimension of the data.  

 

In this paper, we have proposed a method to find 
the initial centroid for k-means algorithm and cosine 
measure is used to find the informative genes. To 
improve the efficiency of our approach, k-means is 
modified by using heuristic approach to assign the 
data point to cluster. Our algorithm is described as 
follows: 
 

Algorithm 1: The proposed method 

 
Steps: 
1. Find the initial centroids cj (1<=j<=k) for k-
means using Algorithm 2. 

2. Informative gene selection using Algorithm 3. 
3. Cluster the data-points by algorithm 4. 
4. Validating cluster results using Rand Index. 

 
The raw data in many cancer gene-expression 
datasets can be arranged in a matrix. In this matrix, 
the rows and columns represent the genes and the 
different conditions (e.g. different patients), 
respectively. Then we carry out the data 
normalization. Since gene expression microarray 
experiments can generate datasets with multiple 
missing values. The k-nearest neighbor (KNN) 
algorithm is used to fill those missing values. 

 
We can obtain the input matrix for cluster 
initialization. Then find the eigenvectors 
corresponding to the largest eigenvalues and find 
the initial centroid for k-means as we said in 

algorithm 2. In algorithm 2, the iv
r
 is chosen as the 

eigenvectors corresponding to the largest 
eigenvalue for class partitioning. The main reason is 
that they can capture most of the variance in the 
data and provide the optimal partition. 
 

Algorithm 2: Cluster initialization 

Steps: 
1. Obtain the input matrix table 
2. subtract the mean 
3. calculate the covariance matrix 
4. calculate the eigenvectors and eigenvalues of 
the covariance matrix 

5. Choose iv
r
 as the eigenvector corresponding 

to the largest eigenvalues. 

6. Sort the ith vector column ( iv
r
) of the 

corresponding data column. 
7. Divide it into k subsets where k is the number 
of clusters. 

8. Find the median of each subset. 
9. Use the corresponding data points of original 
data for each median to initialize the cluster for 
k-means algorithm. 

Next informative genes are selected before 
clustering. To find the informative genes the 

eigenvectors ( 1,... sv v
r r

) are chosen corresponding 
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to the largest eigenvalues. The main reason to 
select these eigenvectors is that the genes which 
are most relevant to the cancer should capture most 

variance in the data. Since 1,... sv v
r r

 may reveal the 

most variance in the data, the genes “similar” to  

1,... sv v
r r

 should be relevant to the cancer. we use 

the cosine similarity measure[20] to compute the 

similarity between each gene profile(e.g., 
ig

ur
) and 

the eigenvectors(e.g., jv
r
, j=1,2,………,s). 

Algorithm 3: Informative gene selection 
 
Steps: 
1. Cosine measure is used to find the similarity 

between the eigenvector jv
r
 and each 

gene
ig

ur
. 

2. Sort the genes based on similarity values. 
3. Select top most genes as informative genes. 

 
Cosine Measure 
 
The Cosine measure is one of the measure 
commonly used to compare the similarity of objects.  
Here in our work, Cosine measure is used to 
compute the similarity between each gene profile 

(e.g., 
ig

ur
) and the eigenvectors(e.g., jv

r
, 

j=1,2,……….,s) as 
  
 

                                                                                                         
 (2
) 

 
Where i=1,2…,n genes , j=1,2,….s          
 
Seen from (2), a large value of  Dij indicates  more 
similarity between ith gene and the jth eigenvector. 
Therefore, we can rank genes based on the 
similarity values for each eigenvector. For jth 
eigenvector we can select the top l genes according 
to the corresponding Dij value for each j=1,2,……,s.  
The value l can be empirically determined. Thus, for 

each eigenvector of 1,... sv v
r r

, we can obtain a set 

of genes with largest values of the cosine measure. 
Top selected genes with high variance are used for 
clustering. 
 
The next algorithm is an iterative process which 
makes use of a heuristic method [4, 14] to improve 
the efficiency. During the iteration, the data-points 
may get redistributed to different clusters. The 
method involves keeping track of the distance 
between each data-point and the centroid of its 
present nearest cluster. At the beginning of the 
iteration, the distance of each data-point from the 

new centroid of its present nearest cluster is 
determined. If this distance is less than or equal to 
the previous nearest distance, that is an indication 
that the data point stays in that cluster itself and 
there is no need to compute its distance from other 
centroids. This result in the saving of time required 
to compute the distances to k-1 cluster centroids. 
On the other hand, if the new centroid of the 
present nearest cluster is more distant from the 
data-point than its previous centroid, there is a 
chance for the data-point getting included in another 
nearer cluster. In that case, it is required to 
determine the distance of the data-point from all the 
cluster centroids. This method improves the 
efficiency by reducing the number of computations. 
 

Algorithm 4: Assigning data-points to clusters 
 
Steps: 
1. Compute the distance of each data-point xi 

(1<=i<=n) to all the centroids cj (1<=j<=k) 
using Euclidean distance formula.. 

2. For each data object xi, find the closest 
centroid cj and assign xi to the cluster with 
nearest centroid cj and store them in array 
Cluster[ ] and the Dist[ ] separately. 

     Set Cluster[i] = j, j is the label of nearest 
cluster. 

     Set Dist[i]= d(xi, cj),  d(xi, cj) is the nearest 
Euclidean distance to the closest center. 

3. For each cluster j (1<=j<=k), recalculate the 
centroids; 

4. Repeat 
5. for each data-point  
 5.1 Compute its distance from the centroid of 

the present nearest cluster 
5.2 If this distance is less than or equal to the 
previous nearest distance, the data-point 
stays in the cluster 

               Else 
               For every centroid cj   
                    Compute the distance of  each data 

object to all the centre. 
                    Assign the data-point xi to the cluster 

with nearest centroid cj. 
 6. For each cluster j (1<=j<=k), recalculate the 

centroids; 
   Until the convergence criteria is met. 
 
This algorithm requires two data structure Cluster [ ] 
and Dist [ ] to keep the some information in each 
iteration which is used in the next iteration. Array 
cluster [ ] is used for keep the label if the closest 
centre while data structure Dist [ ] stores the 
Euclidean distance of data object to the closest 
centre. The information in data structure allows this 
function to reduce the number of distance 
calculation required to assign each data object to 
the nearest cluster.  
4.2 Cluster Validation 
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The Rand Index [15] between the ground-truth of 
phenotype structure P of the samples and the 
clustering result Q of an algorithm has been 
adapted to for the effectiveness evaluation. Let a 
represent the number of pairs of samples that are in 
the same cluster in P and in the same cluster in Q, 
b represent the number of pairs of samples that are 
in the same cluster in P but not in the same cluster 
in Q, c be the number of pairs of samples that are in 
the same cluster in Q but not in the same cluster in 
P, and d be the number of pairs of samples that are 
in different clusters in P and in different clusters in 
Q. the Rand Index is calculated as   

  
a d

RI
a b c d

+
=

+ + +
                                   (3) 

The Rand Index lies between 0 and 1.  Higher 
values of the Rand Index indicate better 
performance of the algorithm. In this paper, Rand 
Index measure is used to find the clustering 
accuracy. In our experiments, we calculate rand 
index value between the ground truth and the 
results of predicted cluster to evaluate the quality of 
the proposed method. 
 
Experimental Results 
In this section, we will report performance 
evaluation of the proposed method on the following 
gene expression datasets: 
Wisconsin Diagnostic Breast Cancer (WDBC) data 
[12]. It contains 569 samples and each sample is 
measured over 30 genes. Alizadeh et. Al. (2000) 
expression profiles of 62 lymphoma samples were 
produced with 4026 genes. The samples represents 
the following types of malignancies: chronic 
lymphocytic leukemia (CLL,11 samples) , follicular 
lymphoma (FL,9 samples) and diffuse large B-cell 
lymphoma (DLBCL, 42 samples). SRBCT dataset 
has 2308 genes and 63 experimental conditions, 8 
Burkitt Lymphoma (BL), 23 Ewing Sarcoma (EWS), 
12 neuroblastoma (NB) , and 20 
rhabdomyosarcoma (RMS) (Khan et al., 2001). 
The ground-truth of the partition, which includes 
such information as how many samples belong to 
each class and the class label for each sample, is 
only used to evaluate the experimental results. 
During the experiment, we compared the clustering 
results of k-means with full gene space, k-means 
with PCA-based informative gene space and 
proposed method with informative gene space. 
The  data sets  used for testing the accuracy and 
efficiency of the proposed method and the value of 
k, given in Table 1, Table 2 shows the accuracy of 
k-means clustering with full gene space on the 
given datasets. Table 3 shows the informative 
genes selected for cancer datasets. Informative 
genes are selected based on cosine similarity value. 
The largest similarity value of each gene indicates 
the strong similarity between ith gene and jth 
eigenvector. We obtained two groups (Group1 & 
Group2) of genes according to Di1 and Di2 

respectively (hence we have set s to be two for 
WDBC and SRBCT).  Table 4 shows the gene 
selection on WDBC data. Here top l=5 genes are 
selected in each group and after removing the 
duplication only six genes are used for clustering to 
achieve higher accuracy. Table 5 and Table 6 
shows that our proposed method achieves higher 
accuracy than the existing methods on WDBC and 
SRBCT data.  
In Table 6, top l=20 genes are selected in each 
group and after removing the duplication only thirty 
two genes are used for clustering to achieve higher 
accuracy. Table7 shows accuracy on lymphoma 
data set. Here the top l=49 genes are selected in 
each group. We have set s=5 for this data set. After 
removing the duplication, 223 genes are used for 
clustering to achieve higher accuracy. 
Figure 1 shows the accuracy on data sets. Note that 
the proposed method provides better cluster 
accuracy than the existing methods. The clustering 
results of random initial center are the average 
results over 50 runs since each run gives different 
results. Our proposed method converges quickly 
and number of iteration is reduced for the 
convergence than the existing methods. The 
experimental results show the effectiveness of our 
approach. This may be due to the initial cluster 
centers generated by proposed algorithm are quite 
closed to the optimum solution and it also discover 
clusters with better accuracy in the low dimensional 
space to overcome the curse of dimensionality. Our 
proposed method with the heuristics approach to 
assign the data points to cluster reduces the 
running time with the same accuracy. This approach 
improves the efficiency of our method. 
 
Conclusion 
In this paper, we have described the problem of 
sample clustering on high gene dimension datasets. 
We have proposed new approach to improve cluster 
accuracy for gene data. We have achieved higher 
performance by our proposed method when 
compared with the existing methods. Our 
experimental results show that the quality of 
clustering results of k-means algorithm using 
informative genes and with fixed initial centroid is 
better than that of pure k-means. Though the 
proposed method gave better quality results in all 
cases, over random initialization, still there is a 
limitation associated with this, i.e. the number of 
clusters(k) is required to be given as input. Evolving 
some statistical methods to compute the value of k, 
depending on the data distribution is suggested for 
future research. 
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                                                               Table 1- Dataset Description 
 
 
 
 
 
 
 
 

 
 

 
Data Sets 

 
#Samples #Dimensions #Number of class(k) 

WDBC 569 30 2 

SRBCT 63 2308 4 

LYMPHOMA 62 4026 3 

Table 2-Accuracy of  K-Means Clustering With Full Gene Space 

 

 

Data Sets 

Accuracy on Full Gene space (%) 

Min Max Average 

WDBC 75.04 75.04 75.04 

SRBCT 58.22 64.26 61.14 

LYMPHOMA 70.44 97.36 71.92 

 

Table 3- Informative genes for Cancer datasets 

Data Sets 
Original data 

size 
Informative gene space 

WDBC 30 * 569 6*569 

SRBCT 2308*63 32*63 

Lymphoma 4026*62 223*62 

 

Table 4- Informative gene selection for WDBC data set 

Top l=5 genes in Genes selected for clustering 

Group 1 Group 2  

25 23 2, 6, 

7, 22, 

23, 25 

 

23 22 

22 25 

6 6 

7 2 

 

Table 5-Performance Comparison On WDBC Data With Informative Genes 

Algorithm 
Initial 

Centroid 

Number 
of Run 
Times 

 
Gene 
Space 

Accuracy 
(%) 

k-means 
Random 
Selection 

 
50 

 
30 

 
75.04 

k-means+ PCA 
Random 
Selection 

 
50 

 
6 

 
75.04 

Proposed Method 
Computed 

by  
Program 

1 
 
6 

 
81.38 
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Table 6- Performance comparison on SRBCT data with informative genes 

Algorithm Initial Centroid Number of Run Times 
 

Gene 
Space 

Accuracy 
(%) 

k-means Random Selection 
 
50 

 
2308 

 
61.14 

k-means+ PCA Random Selection 50 
 
32 

 
64.26 

Proposed Method Computed by  Program 1 
 
32 

 
70.25 

   
 Table 7-  Performance Comparison on Lymphoma Data with Informative Genes 

 

 

 
  Fig. 1- Accuracy on data sets: WDBC, SRBCT, LYMPHOMA 

 

  

Algorithm 
Initial 

Centroid 

Number 
of Run 
Times 

Gene 
Space 

Accuracy 
(%) 

k-means 
Random 
Selection 

 
50 

 
4026 

 
71.92 

k-means+ PCA 
Random 
Selection 

 
50 

 
223 

 
74.92 

Proposed Method 
Compute
d by  

Program 
1 

 
223 

 
97.36 


