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Abstract-Breast cancer is one of the major causes of death among women. Segmentation refers to the process of 
partitioning a digital image into multiple segments (sets of pixels). The goal of segmentation is to simplify and/or change the 
representation of an image into something that is more meaningful and easier to analyze. Image segmentation is typically 
used to locate objects and boundaries in images. The result of image segmentation is a set of segments that collectively 
cover the entire image, or a set of contours extracted from the image. Each of the pixels in a region is similar with respect to 
some characteristic or computed property, such as color, intensity, or texture. Adjacent regions are significantly different with 
respect to the same characteristic. We have used various segmentation algorithm methods. In this paper the comparison of 
the segmented images is done by taking the entropy and SNR information measures and it has been found that the lesion 
segmentation algorithm closely matches radiologists’ outlines of these lesions.  
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Introduction 
One in eight deaths worldwide is due to cancer. Cancer is 
the second leading cause of death in developed countries 
and the third leading cause of death in developing 
countries. In 2009, about 562,340 Americans died of 
cancer, more than 1,500 people a day. Approximately 
1,479,350 new cancer cases were diagnosed in 2009. In 
the United Sates, cancer is the second most common 
cause of death, and accounts for nearly 1 of every 4 deaths 
[1]. The chance of developing invasive breast cancer at 
some time in a woman's life is about 1 in 8 (12%) [2]. Xray 
mammography is the most common investigation technique 
used by radiologists in the screening, and diagnosis of 
breast cancer they could help the radiologists in the 
interpretation of the mammograms and could be useful for 
an accurate diagnosis. In order to perform a semi-
automated tracking of the breast cancer, it is necessary to 
detect the presence or absence of lesions from the 
mammograms [3, 4]. These lesions can be benign or 
malignant, according to their contour (sharp or blurred)-
Stellar opacities (malignant tumors); micro calcifications: 
small calcified structures that appear as clear points on a 
mammogram. The work we have done is to propose a 
segmentation process which identifies on a mammogram 
the opaque areas, suspect or not, present in the image [5, 
6]. Segmentation of an image is the division or separation 
of the image into regions of similar attribute. The most 
basic attribute for segmentation is image luminance for 
monochrome image and color components for the color 
image. Segmentation is required to distinguish objects from 
background. 

Breast cancer detection methods 
Breast cancer screening is vital to detecting breast cancer. 
The most common screening methods are mammography 
and sonography. Compared to mammography, breast 
ultrasound examinations have several advantages [7]. 
Breast ultrasound examinations can obtain any section 
image of breast, and observe the breast tissues in real-time 
and dynamically.  Ultrasound imaging can depict small, 
early-stage malignancies of dense breasts, which is difficult 
for mammography to achieve. Several statistical studies on 
the accuracy rate of breast disease diagnosis using 
ultrasonic examination have been carried out [8, 9]. The 
ultrasound examination has a high detection rate of tumors, 
in particular of malignant tumors. Accuracy rate of breast 
disease diagnosis using ultrasonic examination depends 
segmentation of images. Images are composed by a set of 
pixels whose values encode different colors or gray levels. 
Image segmentation methods have been used to find 
regions of interest (e.g. objects) in images. The image 
segmentation can be illustrated in diverse practical 
applications, such as in medical imaging (e.g. diagnosis 
[10]), satellite images [11], face recognition [12], traffic 
control system [13] and machine vision [14]. Different 
algorithms have been proposed for image segmentation 
such as those founded on image thresholding  [15] ; 
clustering methods (e.g. neural networks [16]); region 
growing methods [17]; graph partitioning methods  [18]; 
multi-scale segmentation [19], and semi-automated 
segmentation [20]. Methods related to physics concepts 
have also been more and more applied for image 
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segmentation, such as those based on Markov random 
fields [21] and entropy [22]. 

Image segmentation algorithms 
Image segmentation is the process of assigning a level to 
every pixel in an image such that pixels with the same level 
share certain visual characteristics. 
A.  K-MEANS CLUSTERING 
   The K-means algorithm is an iterative technique that is 
used to partition an image into K clusters. In statistics and 
machine learning, k-means clustering is a method of 
cluster analysis which aims to partition n observations into 
k clusters in which each observation belongs to the cluster 
with the nearest mean [23]. The basic algorithm is: 

 Pick K cluster centers, either randomly or based on some 
heuristic; 

 Assign each pixel in the image to the cluster that minimizes 
the distance between the pixel and the cluster center;  

 Re-compute the cluster centers by averaging all of the 
pixels in the cluster 
Repeat last two steps until convergence is attained (e.g. no 
pixels change clusters. Given a set of observations (x1, x2, 
…, xn), where each observation is a d-dimensional real 
vector, k-means clustering aims to partition the n 
observations into k sets (k < n) S = {S1, S2, …, Sk} so as to 
minimize the within-cluster sum of squares : 

                                             
(1)                                                 

where μi is the mean of points in Si. 
B. SELF SIMILAR FRACTAL 
Fractals are of rough or fragmented geometric shape that 
can be subdivided in parts, each of which is a reduced 
similar of the whole. A fractal dataset is known by its 
characteristic of being self-similar. The dataset has roughly 
the same properties for a wide variation in scale or size i.e., 
parts of any size of the fractal are almost similar to the 
whole fractal [24]. Intuitively, a set of points which exhibit 
self similarity over all scales fractals are creased objects 
that defy conventional measures, such as length and area, 
and are most often characterized by their fractional 
dimension [25-26]. 

a) Fractal Dimension measurement 
The fractal dimension is found to be a measure of 
roughness and hence is used to model the texture.                                               

                                                                         
(4) 
where D;  the fractal dimension, N; number of copies of a 
self similar set, which has been scaled down by ratio 'r', r; 
scaled ratio of the self similar set. Instead, log N(r) versus 
log r is usually plotted for better results.  

b) Methodology 
For the image analysis of mammograms, the measure of a 
region is defined as a function of the gray levels of the 
points belonging to the region. With the fractal approach, 
instead of one quantity or measure. Describing the 

phenomenon in all scales ω (as in case of fractals), a set of 
measures, weight factors depicting statistically the same 
phenomenon in different scales, has to be used for 
characterizing such structures. At the first step, the quantity 
called roughness exponent  is derived as:                                                                      

                                        (5) 
Where δ quantifies the strength of the singularities of the 
measure, describing the local regularity of the object, with 
the determined measure of the box w(box) and size of the 
box  є. A single roughness exponent denotes number of 
self similar fractal, while in the self similar fractal case the 
different parts of the structure are characterized by different 
values of δ, leading to the existence of the spectrum [27].                      

                                  
(6) 

where Nε is the number of boxes of size  having the 
common roughness exponent equal to δ. The value of f(δ) 
may be seen as the fractal dimension of the image region 
that corresponds to a singularity δ. 
C. REGION GROWING 
Region growing is a procedure that groups pixels or sub 
regions into larger regions. The simplest of these 
approaches is pixel aggregation, which starts with a set of 
“seed” points and from these grows regions by appending 
to each seed points those neighboring pixels that have 
similar properties (such as gray level, texture, color, shape) 
[28-29]. 

1.  1. The other procedure is Similarity Measures, in which 
individual pixel intensities are compared. 

2. 2. The other method is comparing to neighbor in region. By 
this way, each pixel that is already in the region can bring in 
neighbors that are alike. 

3. 3. The other method is merging, in which adjacent similar 
pixels and similar regions are merged. Eventually, this 
method will converge when no further such merging are 
possible 
D. WATERSHED ALGORITHM 
The watershed algorithms have been developed and tested 
on several mammogram breast cancer images [30]. It has 
been found that the results of segmentation gave very good 
clue to a radiologist /physician to further investigate on the 
presence of micro calcifications in the breast tissue. 
Steps 
 Read the mammogram image. 
 Adjust intensity distribution by using suitable 

shareholding methods.  
 Group individual cells under different colors.  
 Extract detected small structures.  
 Characterize no uniform background using 

morphology.  
 Remove background by image subtraction.  
 Segment after background removal.  
 Extract new areas and update distribution.  
 Compare distributions.  
 Remove partial segments from cutoff segments.  
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 Compare the first order statistics of the segmented 
image.  

 Finally indicate the detected micro calcifications.  

Comparision parameter 
In this paper the comparison of the segmented images are 
done by taking the Entropy and SNR information measures. 
Entropy is a measure of disorder, or more precisely 
unpredictability. The entropy of an image can be defined as 
a measure of the uncertainty associated with a random 
variable and it quantifies, in the sense of an expected 
value, the information contained in a message. Here we 
take the concept of entropy in the sense of information 
theory where entropy is used to quantify the minimum 
descriptive complexity of a random variable [31]. Entropy of 
a discrete random distribution p(x) is defined as The 
entropy H of a discrete random variable X with possible 
values {x1, .., xn} is                                                              
 H(X)=E(I(X))                                                                  (10) 
Here E is the expected value, and I is the information 
content of X. I(X) is random variable. If p denotes the 
probability mass function of X then the entropy can 
explicitly be written as 

            
(11) 
The performance of noise removing algorithms is measured 
using quantitative performance measures by SNR as well 
as in term of visual quality of the images. Performance of 
all algorithms is tested with breast cancer Images. The 
Statistical Measurement for SNR [32] are given below  

                                              
(12) 

Where S’=noise image, S=original image, k= image size 

Result and discussions 
All of the real time breast images were collected from a 
reputed cancer diagnostic and research center to have a 
image database. 50 images were subjected to 
segmentation process using MATLAB 7.3 and P-IV. Fig.1 
(a) shows the original image of affected breast cancer 
image. In K- means clustering segmentation method Fig.1 
(b) shows the results for constant value of number of 
classes and  number of bins. This can be observed that the 
affeced regions are more accurately located i.e. the 
identification of affected area with malignant effects gets 
more prominent. In Fig.1(c), image segmentation consists 
in finding the characteristic entities of an image, either by 
their contours or by the region they lie in. In the classical 
methods for edge detection, edges are usually considered 
to correspond to local extrema of the gradient of the gray 
levels in the image. The acquired 8-bit gray images were 
cropped and various regions of each mammogram were 
analyzed. The box size range varies between 8 and 64, for 
each 256 × 256 pixel region. From the self similar fractal 
standpoint characterization is done by both high δ and low 
f(δ) values, because they represent sharp local changes of 
contrast and rare events in global sense. In Fig. 1 (d) seed 

point or starting point must be found from where the particle 
can start its move. Where the seed point is located is 
irrelevant. All object pixels will be visited anyway. The 
movement of the particle starts from the seed point and the 
particle is jumped to a random position in its neighbor 
based on the condition that the random gray level is less 
than the gray level of the randomized position. In Fig. 1(e) 
is a result of application of the watershed algorithms on 
sample Images. Fig. 1(a) shows the various stages in 
image segmentation. The area of dense tissue is 
designated as shown in Fig. 1(e). The results are in 
accordance with the images diagnosed by an expert. 
Although the mammography images are textured and 
exhibit not homogeneous grey level dynamic, this approach 
provides promising segmentation results.  The performance 
of Segmentation algorithms is measured with the help of 
quantitative measures such as Entropy and SNR (see 
Table 1) as well as in term of visual quality of the images.    

                      
   (a)Original Image                    (b) K-means Cluster 

                         
        (c) Self Similar Fractal                   (d) Region Growing 

 
(e) Watershed algorithm 

Fig. 1 Different types of image segmentation result. 
 

Table I- statistical measurements 
S.N Methods Entropy SNR 

1 K-means clustering 1.5768 28.65 
2 Self Similar Fractal 1.8235 29.32 
3 Region Growing 1.5012 23.65 
4 Watershed algorithm 1.4372 31.74 

The entropy can provide a good level of information to 
describe a given image. In this case, if all pixels in an 
image have the same gray level or the same intensity of 
color components, this image will present the minimal 
entropy value. On the other hand, when each pixel of an 
image presents a specific gray level or color intensity, it will 
exhibit maximum entropy. Thus, the pixel intensities are 
related to texture, because different textures tend to result 
in different distribution of gray level or color intensity. 
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Conclusion 
The goal of image segmentation process is to identify the 
segments of the image according to the image 
characteristic e.g., image color, objects shape etc. The 
simplified working of the image segmentation system is 
stated here. The work will lead to several experiments 
based on the algorithms introduced, which improve the 
quality based on the segment analysis on given images   
Performance of all algorithms is tested with breast cancer 
images. The computational result showed that K-means 
clustering and self similar fractal have the better results in 
terms of entropy values but watershed algorithm has 
highest SNR. Due to its nonlinear nature the self similar 
fractal has excellent both visual quality and perception and 
detail preserving properties. This system can be very 
helpful for the segmentation of the images which are used 
in different fields of life. The research content of this system 
was segmentation and image enhancement. Our future 
work will address several important problems such as the 
migration from region-based image matching to case-based 
image matching, better for processing poor quality 
radiographs, and retrieval from the dental Image repository.  
Results of segmentation methods are found very much 
consistent with the opinion and diagnosis of radiologists. 
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